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Preface

Data mining, a branch of computer science and artificial intelligence, is the process of
extracting patterns from data. Data mining is seen as an increasingly important tool to
transform a huge amount of data into a knowledge form giving an informational ad-
vantage. Reflecting this conceptualization, people consider data mining to be just one
step in a larger process known as knowledge discovery in databases (KDD). Data min-
ing is currently used in a wide range of practices from business to scientific discovery.

The progress of data mining technology and large public popularity establish a need
for a comprehensive text on the subject. The series of books entitled by ‘Data Mining’
address the need by presenting in-depth description of novel mining algorithms and
many useful applications.

The first book (New Fundamental Technologies in Data Mining) is organized into two
parts. The first part presents database management systems (DBMS). Before data min-
ing algorithms can be used, a target data set must be assembled. As data mining can
only uncover patterns already present in the data, the target dataset must be large
enough to contain these patterns. For this purpose, some unique DBMS have been de-
veloped over past decades. They consist of software that operates databases, providing
storage, access, security, backup and other facilities. DBMS can be categorized accord-
ing to the database model that they support, such as relational or XML, the types of
computer they support, such as a server cluster or a mobile phone, the query languages
that access the database, such as SQL or XQuery, performance trade-offs, such as maxi-
mum scale or maximum speed or others.

The second part is based on explaining new data analysis techniques. Data mining
involves the use of sophisticated data analysis techniques to discover relationships
in large data sets. In general, they commonly involve four classes of tasks: (1) Cluster-
ing is the task of discovering groups and structures in the data that are in some way
or another “similar” without using known structures in the data. Data visualization
tools are followed after making clustering operations. (2) Classification is the task of
generalizing known structure to apply to new data. (3) Regression attempts to find a
function which models the data with the least error. (4) Association rule searches for
relationships between variables.
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Preface

The second book (Knowledge-Oriented Applications in Data Mining) is based on in-
troducing several scientific applications using data mining. Data mining is used for
a variety of purposes in both private and public sectors. Industries such as banking,
insurance, medicine, and retailing use data mining to reduce costs, enhance research,
and increase sales. For example, pharmaceutical companies use data mining of chemi-
cal compounds and genetic material to help guide research on new treatments for dis-
eases. In the public sector, data mining applications were initially used as a means to
detect fraud and waste, but they have grown also to be used for purposes such as mea-
suring and improving program performance. It has been reported that data mining
has helped the federal government recover millions of dollars in fraudulent Medicare
payments.

In data mining, there are implementation and oversight issues that can influence the
success of an application. One issue is data quality, which refers to the accuracy and
completeness of the data. The second issue is the interoperability of the data mining
techniques and databases being used by different people. The third issue is mission
creep, or the use of data for purposes other than for which the data were originally
collected. The fourth issue is privacy. Questions that may be considered include the
degree to which government agencies should use and mix commercial data with gov-
ernment data, whether data sources are being used for purposes other than those for
which they were originally designed.

In addition to understanding each part deeply, the two books present useful hints and
strategies to solving problems in the following chapters. The contributing authors have
highlighted many future research directions that will foster multi-disciplinary collab-
orations and hence will lead to significant development in the field of data mining.

January, 2011

Kimito Funatsu
The University of Tokyo, Department of Chemical System Engineering,
Japan

Kiyoshi Hasegawa
Chugai Pharmaceutical Company, Kamakura Research Laboratories,
Japan
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Service-Oriented Data Mining

Derya Birant
Dokuz Eylul University,
Turkey

1. Introduction

A service is a software building block capable of fulfilling a given task or a distinct business
function through a well-defined interface, loosely-coupled interface. Services are like "black
boxes", since they operate independently within the system, external components are not
aware of how they perform their function, they only care that they return the expected
result.

The Service Oriented Architecture (SOA) is a flexible set of design principles used for building
flexible, modular, and interoperable software applications. SOA represents a standard
model for resource sharing in distributed systems and offers a generic framework towards
the integration of diverse systems. Thus, information technology strategy is turning to SOA
in order to make better use of current resources, adapt to more rapidly changes and larger
development. Another principle of SOA is the reusable software components within
different applications and processes.

A Web Service (WS) is a collection of functions that are packaged as a single entity and
published to the network for use by other applications through a standard protocol. It offers
the possibility of transparent integration between heterogeneous platforms and applications.
The popularity of web services is mainly due to the availability of web service standards
and the adoption of universally accepted technologies, including XML, SOAP, WSDL and
UDDI.

The most important implementation of SOA is represented by web services. Web service-
based SOAs are now widely accepted for on-demand computing as well as for developing
more interoperable systems. They provide integration of computational services that can
communicate and coordinate with each other to perform goal-directed activities.

Among intelligent systems, Data Mining (DM) has been the center of much attention,
because it focuses on extracting useful information from large volumes of data. However,
building scalable, extensible, interoperable, modular and easy-to-use data mining systems
has proved to be difficult. In response, we propose SOMiner (Service Oriented Miner), a
service-oriented architecture for data mining that relies on web services to achieve
extensibility and interoperability, offers simple abstractions for users, provides scalability by
cutting down overhead on the number of web services ported to the platform and supports
computationally intensive processing on large amounts of data.

This chapter proposes SOMiner, a flexible service-oriented data mining architecture that
incorporates the main phases of knowledge discovery process: data preprocessing, data
mining (model construction), result filtering, model validation and model visualization. This
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architecture is composed of generic and specific web services that provide a large collection
of machine learning algorithms written for knowledge discovery tasks such as classification,
clustering, and association rules, which can be invoked through a common GUIL We
developed a platform-independent interface that users are able to browse the available data
mining methods provided, and generate models using the chosen method via this interface.
SOMiner is designed to handle large volumes of data, high computational demands, and to
be able to serve a very high user population.

The main purpose of this chapter is to resolve the problems that appear widely in the
current data mining applications, such as low level of resource sharing, difficult to use data
mining algorithms one after another and so on. It explores the advantages of service-
oriented data mining and proposes a novel system named SOMiner. SOMiner offers the
necessary support for the implementation of knowledge discovery workflows and has a
workflow engine to enable users to compose KDD services for the solution of a particular
problem. One important characteristic separates the SOMiner from its predecessors: it also
proposes Semantic Web Services for building a comprehensive high-level framework for
distributed knowledge discovery in SOA models.

In this chapter, proposed system has also been illustrated with a case study that data mining
algorithms have been used in a service-based architecture by utilizing web services and a
knowledge workflow has been constructed to represent potentially repeatable sequences of
data mining steps. On the basis of the experimental results, we can conclude that a service-
oriented data mining architecture can be effectively used to develop KDD applications.

The remainder of the chapter is organized as follows. Section 2 reviews the literature,
discusses the results in the context of related work, presents a background about SOA+Data
Mining approach and describes how related work supports the integrated process. Section 3
presents a detailed description of our system, its features and components, then, describes
how a client interface interacts with the designed services and specifies the advantages of
the new system. Section 4 demonstrates how the proposed model can be used to analyze a
real world data, illustrates all levels of system design in details based on a case study and
presents the results obtained from experimental studies. Furthermore, it also describes an
evaluation of the system based on the case study and discusses preliminary considerations
regarding system implementation and performance. Finally, Section 5 provides a short
summary, some concluding remarks and possible future works.

2. Background

2.1 Related work

The Web is not the only area that has been mentioned by the SOA paradigm. Also the Grid
can provide a framework whereby a great number of services can be dynamically located,
managed and securely executed according to the principles of on-demand computing. Since
Grids proved effective as platforms for data-intensive computing, some grid-based data
mining systems have been proposed such as DataMiningGrid (Stankovski et al., 2008),
KnowledgeGrid (K-Grid) (Congiusta et al., 2007), Data Mining Grid Architecture (DMGA)
(Perez et al., 2007), GridMliner (Brezany et al., 2005), and Federated Analysis Environment
for Heterogeneous Intelligent Mining (FAEHIM) (Ali et al., 2005). A significant difference of
these systems from our system (SOMiner) is that they use grid-based solutions and focus on
grid-related topics and grid-based aspects such as resource brokering, resource discovery,
resource selection, job scheduling and grid security.
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Another grid-based and service-based data mining approaches are ChinaGrid (Wu et al.,
2009) and Weka4WS (Talia and Trunfio, 2007). A grid middleware ChinaGrid consists of
services (data management service, storage resource management service, replication
management service, etc.) to offers the fundamental support for data mining applications.
Another framework WekadWS extends the Weka toolkit for supporting distributed data
mining on grid environments and for supporting mobile data mining services. WekadWS
adopts the emerging Web Services Resource Framework (WSRF) for accessing remote data
mining algorithms and managing distributed computations. In comparison, SOMiner
tackles scalability and extensibility problems with availability of web services, without
using a grid platform.

Some systems distribute the execution within grid computing environments based on the
resource allocation and management provided by a resource broker. For example,
Congiusta et al. (2008) introduced a general approach for exploiting grid computing to
support distributed data mining by using grids as decentralized high performance
platforms where to execute data mining tasks and knowledge discovery algorithms and
applications. Talia 2009 discussed a strategy based on the use of services for the design of
open distributed knowledge discovery tasks and applications on grids and distributed
systems. On the contrary, SOMiner exposes all its functionalities as Web Services, which
enable important benefits, such as dynamic service discovery and composition, standard
support for authorization and cryptography, and so on.

A few research frameworks currently exist for deploying specific data mining applications
on application-specific data. For example, Swain et al. (2010) proposed a distributed system
(P-found) that allows scientists to share large volume of protein data i.e. consisting of
terabytes and to perform distributed data mining on this dataset. Another example, Jackson
et al. (2007) described the development of a Virtual Organisation (VO) to support
distributed diagnostics and to address the complex data mining challenges in the condition
health monitoring applications. Similarly, Yamany et al. (2010) proposed services (for
providing intelligent security), which use three different data mining techniques: the
association rules, which helps to predict security attacks, the OnLine Analytical Processing
(OLAP) cube, for authorization, and clustering algorithms, which facilitate access control
rights representation and automation. However, differently from SOMiner, these works
include application-specific services i.e. related to protein folding simulations or condition
health monitoring or security attacks.

Research projects such as the Anteater (Guedes et al., 2006) and the DisDaMin (Distributed
Data Mining) (Olejnik et al., 2009) have built distributed data mining environments, mainly
focusing on parallelism. Anteater uses parallel algorithms for data mining such as parallel
implementations of Apriori (for frequent item set mining), ID3 (for building classifiers) and
K-Means (for clustering). DisDaMin project was addressed distributed discovery and
knowledge discovery through parallelization of data mining tasks. However it is difficult to
implement the parallel versions of some data mining algorithms. Thus, SOMiner provides
parallelism through the execution of traditional data mining algorithms in parallel with
different web services on different nodes.

Several studies mainly related to the implementation details of data mining services on
different software development platforms. For example, Du et al. (2008) presented a way to
set up a framework for designing the data mining system based on SOA by the use of WCF
(Windows Communication Foundation). Similarly, Chen et al. (2006) presented architecture
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for data mining metadata web services based on Java Data Ming (JDM) in a grid
environment.

Several previous works proposed a service-oriented computing model for data mining by
providing a markup language. For example, Discovery Net (Sairafi et al., 2003) provided a
Discovery Process Markup Language (DPML) which is an XML-based representation of the
workflows. Tsai & Tsai (2005) introduced a Dynamic Data Mining Process (DDMP) system
in which web services are dynamically linked using Business Process Execution Language
for Web Service (BPEL4WS) to construct a desired data mining process. Their model was
described by Predictive Model Markup Language (PMML) for data analysis.

A few works have been done in developing service-based data mining systems for general
purposes. On the other side, Ari et al., 2008 integrated data mining models with business
services using a SOA to provide real-time Business Intelligence (BI), instead of traditional BI.
They accessed and used data mining model predictions via web services from their
platform. Their purposes were managing data mining models and making business-critical
decisions. While some existing systems such as (Chen et al., 2003) only provide the
specialized data mining functionality, SOMiner includes functionality for designing
complete knowledge discovery processes such as data preprocessing, pattern evaluation,
result filtering and visualization.

Our approach is not similar in many aspects to other studies that provided a service-based
middleware for data mining. First, SOMiner has no any restriction with regard to data
mining domains, applications, techniques or technology. It supports a simple interface and a
service composition mechanism to realize customized data mining processes and to execute
a multi-step data mining application, while some systems seem to lack a proper workflow
editing and management facility. SOMiner tackles scalability and extensibility problems
with availability of web services, without using a grid platform. Besides data mining
services, SOMiner provides services implementing the main steps of a KDD process such as
data preprocessing, pattern evaluation, result filtering and visualization. Most existing
systems don’t adequately address all these concerns together.

To the best of our knowledge, none of the existing systems makes use of Semantic Web
Services as a technology. Therefore, SOMiner is the first system leveraging Semantic Web
Services for building a comprehensive high-level framework for distributed knowledge
discovery in SOA models, supporting also the integration of data mining algorithms
exposed through an interface that abstracts the technical details of data mining algorithms.

2.2 SOA + data mining

Simple client-server data mining solutions have scalability limitations that are obvious when
we consider both multiple large databases and large numbers of users. Furthermore, these
solutions require significant computational resources, which might not be widely available.
For these reasons, in this study, we propose service-oriented data mining solutions to be
able to expand the computing capacity simply and transparently, by just advertising new
services through an interface.

On the other side, while traditional Grid systems are rather monolithic, characterized by a
rigid structure; the SOA offers a generic approach towards the integration of diverse
systems. Additional features of SOA, such as interoperability, self-containment of services,
and stateless services, bring more value than a grid-based solution.

In SOA+Data Mining model, SOA enables the assembly of web services through parts of the
data mining applications, regardless of their implementation details, deployment location,
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and initial objective of their development. In other words, SOA can be viewed as
architecture that provides the ability to build data mining applications that can be composed
at runtime using already existing web services which can be invoked over a network.

3. Mining in a service-oriented architecture

3.1 SOMiner architecture

This chapter proposes a new system SOMiner (Service Oriented Miner) that offers to users
high-level abstractions and a set of web services by which it is possible to integrate
resources in a SOA model to support all phases of the knowledge discovery process such as
data management, data mining, and knowledge representation. SOMiner is easily extensible
due to its use of web services and the natural structure of SOA - just adding new resources
(data sets, servers, interfaces and algorithms) by simply advertising them to the application
servers.

The SOMiner architecture is based on the standard life cycle of knowledge discovery
process. In short, users of the system can be able to understand what data is in which
database as well as their meaning, select the data on which they want to work, choose and
apply data mining algorithms to the data, have the patterns represented in an intuitive way,
receive the evaluation results of patterns mined, and possibly return to any of the previous
steps for new tries.

SOMiner is composed of six layers: data layer, application layer, user layer, data mining
service layer, semantic layer and complementary service layer. A high speed enterprise
service bus integrates all these layers, including data warehouses, web services, users, and
business applications.

The SOMiner architecture is depicted in the diagram of Fig. 1. It is an execution
environment that is designed and implemented according to a multi-layer structure. All
interaction during the processing of a user request happens over the Web, based on a user
interface that controls access to the individual services. An example knowledge discovery
workflow is as follows: when the business application gets a request from a user, it firstly calls
data preparation web service to make dataset ready for data mining task(s), and then related
data mining service(s) is activated for analyzing data. After that, evaluation service is invoked
as a complementary service to validate data mining results. Finally, presentation service is
called to represent knowledge in a manner (i.e. drawing conclusions) as to facilitate
inference from data mining results.

Data Layer: The Data Layer (DL) is responsible for the publication and searching of data to
be mined (data sources), as well as handling metadata describing data sources. In other
words, they are responsible for the access interface to data sets and all associated metadata.
The metadata are in XML and describes each attribute’s type, whether they represent
continuous or categorized entities, and other things.

DL includes services: Data Access Service (DAS), Data Replication Service (DRS), and Data
Discovery Service (DDS). Additional specific services can also be defined for the data
management without changes in the rest of the framework. The DAS can retrieve
descriptions of the data, transfer bases from one node to another, and execute SQL-based
queries on the data. Data can be fed into the DAS from existing data warehouses or from
other sources (flat files, data marts, web documents etc.) when it has already been
preprocessed, cleaned, and organized. The DRS deals with data replication task which is
one important aspect related to SOA model. DDS improves the discovery phase in SOA for
mining applications.
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Data Layer (DL) Application Layer (AL) User Layer (UL)

-
3 veratna — E e N
L -

Data Warehouse

‘ DAS, DRS and DDS | ‘ Business Services | ‘ Presentation Services ‘
{ ) Enterprise Service Bus (EBS) :I
| Data Preparation W5 | | Clustering W5 | ‘ Semantic WS ‘
| PatternEvaluation WS | | Classification WS | | Ontology Model |
| ResultFiltering W5 | | Aszoc.Rule Mining WS | | Semantic Analysis |
Visualization

Complementary Service Data Mining Service Semantic
Layer (CSL) Layer (DMSL) Layer (SL)

Fig. 1. SOMiner: a service-oriented architecture (SOA) for data mining

Application Layer: Application Layer (AL) is responsible for business services related to the
application. Users don’t interact directly with all services or servers - that’s also the
responsibility of the AL. It controls user interaction and returns the results to any user
action. When a user starts building a data mining application, the AL looks for available
data warehouses, queries them about their data and presents that information back to the
user along with metadata. The user then selects a dataset, perhaps even further defines data
preprocessing operations according to certain criteria. The AL then identifies which data
mining services are available, along with their algorithms. When the user chooses the data
mining algorithm and defines the arguments of it, the task is then ready to be processed. For
the latter task, the AL informs the result filtering, pattern evaluation and visualization
services. Complementary service layer builds these operations and sends the results back to
the AL for presentation. SOMiner saves all these tasks to the user’s list from which it can be
scheduled for execution, edited for updates, or selected for visualization again.

User Layer: User Layer (UL) provides the user interaction with the system. The Results
Presentation Services (RPS) offer facilities for presenting and visualizing the extracted
knowledge models (e.g., association rules, classification rules, and clustering models). As
mentioned before, a user can publish and search resources and services, design and submit
data mining applications, and visualize results. Such users may want to make specific
choices in terms of defining and configuring a data mining process such as algorithm
selection, parameter setting, and preference specification for web services used to execute a
particular data mining application. However, with the transparency advantage, end users
have limited knowledge of the underlying data mining and web service technologies.

Data Mining Service Layer: Data Mining Service Layer (DMSL) is the fundamental layer in the
SOMiner system. This layer is composed of generic and specific web services that provide a
large collection of machine learning algorithms written for knowledge discovery tasks. In
DMSL, each web service provides a different data mining task such as classification,
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clustering and association rule mining (ARM). They can be published, searched and invoked
separately or consecutively through a common GUIL Enabling these web services for
running on large-scale SOA systems facilitates the development of flexible, scalable and
distributed data mining applications.

This layer processes datasets and produces data mining results as output. To handle very
huge datasets and the associated computational costs, the DMSL can be distributed over
more than one node. The drawback related to this layer, however, is that it is now necessary
to implement a web service for each data mining algorithm. This is a time consuming
process, and requires the scientist to have some understanding of web services.
Complementary Service Layer: Complementary Service Layer (CSL) provides knowledge
discovery processes such as data preparation, pattern evaluation, result filtering,
visualization, except data mining process. Data Preparation Service provides data
preprocessing operations such as data collection, data integration, data cleaning, data
transformation, and data reduction. Pattern Evaluation Service performs the validation of
data mining results to ensure the correctness of the output and the accuracy of the model.
This service provides validation methods such as Simple Validation, Cross Validation, n-
Fold Cross Validation, Sum of Square Errors (SSE), Mean Square Error (MSE), Entropy and
Purity. If validation results are not satisfactory, data mining services can be re-executed with
different parameters more than one times until finding an accurate model and result set.
Result Filtering Service allows users to consider only some part of results set in visualization
or to highlight particular subsets of patterns mined. Users may use this service to find the
most interesting rules in the set or to indicate rules that have a given item in the rule
consequent. Similarly, in ARM, users may want to observe only association rules with k-
itemsets, where k is number of items provided by user. Visualization is often seen as a key
component within many data mining applications. An important aspect of SOMiner is its
visualization capability, which helps users from other areas of expertise easily understand
the output of data mining algorithms. For example, a graph can be plotted using an
appropriate visualize for displaying clustering results or a tree can be plotted to visualize
classification (decision tree) results. Visualization capability can be provided by using
different drawing libraries.

Semantic Layer: On the basis of those previous experiences we argue that it is necessary to
design and implement semantic web services that will be provided by the Semantic Layer
(SL), i.e. ontology model, to offer the semantic description of the functionalities.

Enterprise Service Bus: The Enterprise Service Bus (ESB) is a middleware technology
providing the necessary characteristics in order to support SOA. ESB can be sometimes
considered as being the seventh layer of the architecture. The ESB layer offers the necessary
support for transport interconnections. Translation specifications are provided to the ESB in
a standard format and the ESB provides translation facilities. In other words, the ESB is used
as a means to integrate and deploy a dynamic workbench for the web service collaboration.
With the help of the ESB, services are exposed in a uniform manner, such that any user, who
is able to consume web services over a generic or specific transport, is able to access them.
The ESB keeps a registry of all connected parts, and routes messages between these parts.
Since the ESB is solving all integration issues, each layer only focuses on its own
functionalities.

SOMiner is easily extensible, as such; administrators easily add new servers or web services
or databases as long as they have an interface; they can increase computing power by
adding services or databases to independent mining servers or nodes. Similarly, end users
can use any server or service for their task, as long as the application server allows it.
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3.2 Application modeling and representation

SOMiner has the capability of composition of services, that is, the ability to create
workflows, which allows several services to be scheduled in a flexible manner to build a
solution for a problem. As shown in Fig. 2, a service composition can be made in three ways:
horizontal, vertical and hybrid. Horizontal composition refers to a chain-like combination of
different functional services; typically the output of one service corresponds to the input of
another service, and so on. One common example of horizontal composition is the
combination of pre-processing, data mining and post-processing functions for completing
KDD process. In vertical composition, several services, which carry out the same or different
functionalities, can be executed at the same time on different datasets or on different data
portions. By using vertical composition, it is possible to improve the performance in a
parallel way. Hybrid composition combines horizontal and vertical compositions, and
provides one-to-many cardinality, typically the output of one service corresponds to the
input of more than one services or vice versa.

PR BRPE. N

Fig. 2. Workflow types: horizontal composition, vertical composition, and hybrid

A workflow in SOMiner consists of a set of KDD services exposed via an inferface and a
toolbox which contains set of tools to interact with web services. The inferface provides the
users a simple way to design and execute complex data mining applications by exploiting
the advantages coming from a SOA environment. In particular, it offers a set of facilities to
design data mining applications starting from a view of available data, web services, and
data mining algorithms to different steps for displaying results. A user needs only a browser
to access SOMiner resources. The toolbox lets users choose from different visual components
to perform KDD tasks, reducing the need for training users in data mining specifics, since
many details of the application, such as the data mining algorithms, are hidden behind this
visual notation.

Designing and executing a data mining application over the SOMiner is a multi-step task
that involves interactions and information flows between services at the different levels of
the architecture. We designed toolbox as a set of components that offer services through
well defined interfaces, so that users can employ them as needed to meet the application
needs. SOMiners’s components are based on major points of the KDD problem that the
architecture should address, such as accessing to a database, executing a mining task(s), and
visualizing the results.

Fig. 3 shows a screenshot from the interface which allows the construction of knowledge
discovery flows in SOMiner. While, on the left hand side, the user is provided with a
collection of tools (toolbox) to perform KDD tasks, on the right hand side, the user is
provided with workspace for composing services to build an application. Tasks are visual
components that can be graphically connected to create a particular knowledge workflow.
The connection between tasks is made by dragging an arrow from the output node of the
sending task to the input node of the receiving task. Sample workflow in Fig. 3 was
composed of seven services: data preparation, clustering, evaluation of clustering results,
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Fig. 3. Screenshot from the interface used for the construction of knowledge workflows

ARM, evaluation of association rules, filtering results according to user requests, and
visualization.

Interaction between the workflow engine and each web service instance is supported
through pre-defined SOAP messages. If a user chooses a particular web service from the
place on the composition area, a URL specifying the location of the WSDL document can be
seen, along with the data types that are necessary to invoke the particular web service.

3.3 Advantages of service-oriented data mining

Adopting SOA for data mining has at least three advantages: (i) implementing data mining

services without having to deal with interfacing details such as the messaging protocol, (ii)

extending and modifying data mining applications by simply creating or discovering new

services, and (iii) focusing on business or science problems without having to worry about

data mining implementations. (Cheung et al., 2006)

Some key advantages of service-oriented data mining system (SOMiner) include the

following;:

1. Transparency: End-users can be able to carry out the data mining tasks without needing
to understand detailed aspects of the underlying data mining algorithms. Furthermore,
end-users can be able to concentrate on the knowledge discovery application they must
develop, without worrying about the SOA infrastructure and its low-level details.
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2. Application development support: Developers of data mining solutions can be able to
enable existing data mining applications, techniques and resources with little or no
intervention in existing application code.

3. Interoperability: The system will be based on widely used web service technology. As a
key feature, web services are the elementary facilitators of interoperability in the case of
SOAs.

4.  Extensibility: System provides extensibility by allowing existing systems to integrate
with new tasks, just adding new resources (data sets, servers, interfaces and algorithms)
by simply advertising them to the system.

5. Parallelism: System supports processing on large amounts of data through parallelism.
Different parts of the computation are executed in parallel on different nodes, taking
advantage at the same time of data distribution and web service distribution.

6. Workflow capabilities: The system facilitates the construction of knowledge discovery
workflows. Thus, users can reuse some parts of the previously composed service flows
to further strengthen the data mining application development’s agility.

7. Maintainability: System provides maintainability by allowing existing systems to change
only a partial task(s) and thus to adapt more rapidly to changing in data mining
applications.

8. Visual abilities: An important aspect of the system is its visual components, since many
details of the application are hidden behind this visual notation.

9.  Fault tolerance: The application can continue to operation without interruption in the
presence of partial network failures, or failures of the some software components,
taking advantage of data distribution and web service distribution.

10. Collaborative: A number of science and engineering projects can be performed in
collaborative mode with physically distributed participants.

A significant advantage of SOMiner over previous systems is that SOMiner is intended for

using semantic web services to the semantic level, i.e. ontology model and offer the semantic

description of the functionalities. For example, it allows integration of data mining tasks
with ontology information available from the web.

Overall, we believe the collection of advantages and features of SOMiner make it a unique

and competitive contender for developing new data mining applications on service-oriented

computing environments.

4. Case study

4.1 SOMiner at work

In this section, we describe a case study and experimental results obtained by the
construction of a knowledge workflow in which data in a data warehouse was analyzed by
using clustering and ARM algorithms, with the goal of evaluating the performance of the
system. In the case study, interface within the SOMiner framework has been used to
implement a data mining application related to dried fruit industry, and obtained significant
results in terms of performance. The analyzed data provided by a dried fruits company in
Turkey consists of about three years of sales data collected within the period January 2005
and April 2008. The complete data that consists of five tables (customers, products, sales,
sales details, and branches) included about 56,000 customers, 325 products, 721,000 sales
and 3,420,000 sales details. Fig. 4 shows the star schema of the data warehouse that consists
of a fact table with many dimensions.
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Fig. 4. Star schema of the data warehouse used in the case study

In the case study, once clustering task was used to find customer segments with similar
profiles, and then association rule mining was carried out to the each customer segment for
product recommendation. The main advantage of this application is to be able to adopt
different product recommendations for different customer segments. Based on our service-
based data mining architecture, Fig. 5 shows the knowledge discovery workflow
constructed in this case study, which represents pre-processing steps, potentially repeatable
sequences of data mining tasks and post-preprocessing steps. So, we defined a data mining
application as an executable software program that performs two data mining tasks and
some complementary tasks.

In the scenario, first, (1) the client sends a business request and then (2) this request is sent to
application server for invoking data preparation service. After data-preprocessing, (3) data
warehouse is generated, (4) clustering service is invoked to segment customers, and then (5)
clustering results are evaluated to ensure the quality of clusters. After this step, (6) more
than one ARM web services are executed in parallel for discovering association rules for
different customer segments. (7) After the evaluation of ARM results by using Lift and
Loevinger thresholds, (8) the results are filtered according to user-defined parameters to
highlight particular subsets of patterns mined. For example, users may want to observe only
association rules with k-itemsets, where k is number of items provided by user. Finally, (9)
visualization service is invoked to plot a graph for displaying results.
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Fig. 5. An example knowledge discovery workflow

Given the design and implementation benefits discussed in section 3.3, another key aspect in
evaluating the system is related to its performance in supporting data mining services
execution. In order to evaluate the performance of the system, we performed some
experiments to measure execution times of the different steps. The data mining application
described above has been tested on deployments composed from 4 association rule mining
(ARM) web services; in other words, customers are firstly divided into 4 groups (customer
segments), and then 4 ARM web services are executed in parallel for different customer
segments (clusters). Each node was a 2.4 GHz Centrino with 4 GB main memory and
network connection speed was 100.0 Mbps. We performed all experiments with a minimum
support value of 0.2 percent. In the experiments, we used different datasets with sizes
ranging from 5Mbytes to 20Mbytes.

While in the clustering experiments we used the customer and their transactions (sales) data
available at the data warehouse, in the ARM, we used products and transaction details
(sales details) data. Expectation-Maximization (EM) algorithm for clustering task and
Apriori algorithm for ARM were implemented as two separate web services. The execution
times have been shown in Table 1. It reports the times needed to complete the different
phases: file transfer, data preparation, task submission (invoking the services), data mining
(clustering and ARM), and results notification (result evaluation and visualization).

Values reported in the Table 1 refer to the execution times obtained for different dataset
sizes. The table shows that the data mining phase takes averagely 81.1% of the total
execution time, while the file transfer phase fluctuate around 12.8%. The overhead due to
the other operations - data preparation, task submission, result evaluation and visualization
- is very low with respect to the overall execution time, decreasing from 6.5% to 5.4% with
the growth of the dataset size. The results also show that we achieved efficiencies greater
than 73 percent, when we execute 4 web services in parallel, instead of one web service.

Dataset File Data Task Data Mining Results
Size Transfer | Prepar. | Submission | EM | Apriori | Total | Notification
5MB 3,640 1,820 212 7,110 | 29,156 | 36,266 691

10 MB 5,437 1,995 253 13,251 | 24,031 | 37,282 720

15 MB 8,287 2,064 248 18,343 | 23,477 | 41,820 862

20 MB 11,071 2,218 264 34,528 | 23,233 | 57,761 1,485

Table 1. Execution times (in milliseconds) needed to complete the different phases
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The file transfer and data mining execution times changed because of the different dataset
sizes and algorithm complexity. In particular, the file transfer execution time ranged from
3,640 ms for the dataset of SMB to 11,071 ms for the dataset of 20MB, while the data mining
execution time ranged from 36,266 ms for the dataset 5 MB to 57,761 ms for 20MB.

In general, it can be observed that the overhead introduced by the SOA model is not critical
with respect to the duration of the service-specific operations. This is particularly true in
typical KDD applications, in which data mining algorithms working on large datasets are
expected to take a long processing time. On the basis of our experimental results, we
conclude that SOA model can be effectively used to develop services for KDD applications.

4.2 Discussion and evaluation

The case study has been useful for evaluating the overall system under different aspects,

including its performance. Given these basic results, we can conclude that SOMiner is

suitable to be exploited for developing services and knowledge discovery applications in

SOA.

In order to improve the performance moreover, the following proposals should be

considered:

1. To avoid delays due to data transfers during computation, every mining server should
have an associated local data server, in which data is kept before the mining task
executes.

2. To reduce computational costs, data mining algorithms should be implemented in more
than one web services which are located over different nodes. This allows the execution
of the data mining components in the knowledge flow on different web services.

3. To reduce computational costs, the same web services should be located over more than
one node. In this way, the overall execution time can be significantly reduced because
different parts of the computation are executed in parallel on different nodes, taking
advantage at the same time of data distribution.

4. To get results faster, if the server is busy with another task, it should send the user an
identifier to use in any further communication regarding that task. A number of idle
workstations should be used to execute data mining web services, the availability of
scalable algorithms is key to effectively using the resources.

Overall we believe the collection of features of SOMiner make it a unique and competitive

contender for developing new data mining applications on service-oriented computing

environments.

5. Conclusion

Data mining services in SOA are key elements for practitioners who need to develop
knowledge discovery applications that use large and remotely dispersed datasets and/or
computers to get results in reasonable times and improve their competitiveness. In this
chapter, we address the definition and composition of services for implementing knowledge
discovery applications on SOA model. We propose a new system, SOMiner that supports
knowledge discovery on SOA model by providing mechanisms and higher level services for
composing existing data mining services as structured, compound services and interface to
allow users to design, store, share, and re-execute their applications, as well as manage their
output results.
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SOMiner allows miners to create and manage complex knowledge discovery applications
composed as workflows that integrate data sets and mining tools provided as services in
SOA. Critical features of the system include flexibility, extensibility, scalability, conceptual
simplicity and ease of use. One of the goals with SOMiner was to create a data mining
system that doesn’t require users to know details about the algorithms and their related
concepts. To achieve that, we designed an interface and toolkit, handling most of the
technical details transparently, so that results would be shown in a simple way.
Furthermore, this is the first time that a service-oriented data mining architecture proposes a
solution with semantic web services. In experimental studies, the system has been evaluated
on the basis of a case study related to marketing. According to the experimental results, we
conclude that SOA model can be effectively used to develop services for knowledge
discovery applications.

Some further works can be added to make the system perform better. First, security
problems (authorization, authentication, etc.) related to the adoption of web services can be
solved. Second, a tool can be developed to automatically transfer the current traditional data
mining applications to the service-oriented data mining framework.
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1. Introduction

Marketing departments handles with a great volume of data which are normally task or
marketing activity dependent. This requires the use of certain, and perhaps unique, specific
knowledge background and framework approach.

Database marketing provides in depth analysis of marketing databases. Knowledge
discovery in database techniques is one of the most prominent approaches to support some
of the database marketing process phases. However, in many cases, the benefits of these
tools are not fully exploited by marketers. Complexity and amount of data constitute two
major factors limiting the application of knowledge discovery techniques in marketing
activities. Here, ontologies may play an important role in the marketing discipline.
Motivated by its success in the area of artificial intelligence, we propose an ontology-
supported database marketing approach. The approach aims to enhance database marketing
process supported by a data mining system architecture proposal which provides detailed
step-phase specific information.

From a data mining framework, issues raised in this work both respond and contribute to
calls for a database marketing process improvement. Our work was evaluated throughout a
relationship marketing program database. The findings of this study not only advance the
state of database marketing research but also shed light on future research directions using a
data mining approach. Therefore we propose a framework supported by ontologies and
knowledge extraction from databases techniques. Thus, this paper has two purposes: to
integrate the ontological approach into Database Marketing and to make use of a domain
ontology - a knowledge base that will enhance the entire process at both levels, marketing
and knowledge extraction techniques.

2. Motivation

Knowledge discovery in databases is a well accepted definition for related methods, tasks
and approaches for knowledge extraction activities (Brezany et al., 2008) (Nigro et al., 2008).
Knowledge extraction or Data Mining (DM) is also referred as a set of procedures that cover
all work ranging from data collection to algorithms execution and model evaluation. In each
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of the development phases, practitioners employ specific methods and tools that support
them in fulfilling their tasks. The development of methods and tasks for the different
disciplines have been established and used for a long time (Domingos, 2003) (Cimiano et al.,
2004) (Michalewicz et al., 2006). Until recently, there was no need to integrate them in a
structured manner (Tudorache, 2006). However, with the wide use of this approach,
engineers were faced with a new challenge: They had to deal with a multitude of
heterogeneous problems originating from different approaches and had to make sure that in
the end all models offered a coherent business domain output. There are no mature
processes and tools that enable the exchange of models between the different parallel
developments at different contexts (Jarrar, 2005). Indeed, there is a gap in the KDD process
knowledge sharing in order to promote its reuse.

The Internet and open connectivity environments created a strong demand for the sharing
of data semantics (Jarrar, 2005). Emerging ontologies are increasingly becoming essential for
computer science applications. Organizations are beginning to view them as useful
machine-processable semantics for many application areas. Hence, ontologies have been
developed in artificial intelligence to facilitate knowledge sharing and reuse. They are a
popular research topic in various communities, such as knowledge engineering (Borst et al.,
1997) (Bellandi et al., 2006), cooperative information systems (Diamantini et al., 2006b),
information integration (Bolloju et al., 2002) (Perez-Rey et al., 2006), software agents
(Bombardier et al., 2007), and knowledge management (Bernstein et al., 2005) (Cardoso and
Lytras, 2009). In general, ontologies provide (Fensel et al., 2000): a shared and common
understanding of a domain which can be communicated amongst people and across
application systems; and, an explicit conceptualization (i.e., meta information) that describes
the semantics of the data.

Nevertheless, ontological development is mainly dedicated to a community (e.g., genetics,
cancer or networks) and, therefore, is almost unavailable to others outside it. Indeed the
new knowledge produced from reused and shared ontologies is still very limited (Guarino,
1998) (Blanco et al., 2008) (Coulet et al., 2008) (Sharma and Osei-Bryson, 2008) (Cardoso and
Lytras, 2009).

To the best of our knowledge, in spite of successful ontology approaches to solve some KDD
related problems, such as, algorithms optimization (Kopanas et al., 2002) (Nogueira et al.,
2007), data pre-processing tasks definition (Bouquet et al., 2002) (Zairate et al., 2006) or data
mining evaluation models (Cannataro and Comito, 2003) (Brezany et al., 2008), the research
to the ontological KDD process assistance is sparse and spare. Moreover, mostly of the
ontology development focusing the KDD area focuses only a part of the problem, intending
only to modulate data tasks (Borges et al., 2009), algorithms (Nigro et al., 2008), or
evaluation models (Euler and Scholz, 2004) (Domingues and Rezende, 2005). Also, the use of
KDD in marketing field has been largely ignored (with a few exceptions (Zhou et al., 2006)
(El-Ansary, 2006) (Cellini et al., 2007)). Indeed, many of these works provide only single
specific ontologies that quickly become unmanageable and therefore without the sharable
and reusable characteristic. Such research direction may became innocuous, requiring
tremendous patience and an expert understanding of the ontology domain, terminology,
and semantics.

Contrary to this existing research trend, we feel that since the knowledge extraction
techniques are critical to the success of database use procedures, researchers are interested
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in addressing the problem of knowledge share and reuse. We must address and emphasize

the knowledge conceptualization and specification through ontologies.

Therefore, this research promises interesting results in different levels, such as:

- Regarding information systems and technologies, focusing the introduction and
integration of the ontology to assist and improve the DM process, through inference
tasks in each phase;

- Inthe ontology area this investigation represents an initial approach step on the way for
real portability and knowledge sharing of the system towards other similar DBM
process supported by the DM. It could effectively be employed to address the general
problem of model-construction in problems similar to the one of marketing
(generalization), on the other side it is possible to instantiate/adapt the ontology to the
specific configuration of a DBM case and to automatically assist, suggest and validate
specific approaches or models DM process (specification);

- Lastly, for data analyst practitioners this research may improve their ability to develop
the DBM process, supported by DM. Since knowledge extraction work depended in
large scale on the user background, the proposed methodology may be very useful
when dealing with complex marketing database problems. Therefore the introduction
of an ontological layer in DBM project allows: more efficient and stable marketing
database exploration process through an ontology-guided knowledge extraction
process; and, portability and knowledge share among DBM practitioners and computer
science researchers.

3. Background

3.1 Database marketing

Much of the advanced practice in Database Marketing (DBM) is performed within private
organizations (Zwick and Dholakia, 2004) (Marsh, 2005). This may partly explain the lack of
articles published in the academic literature that study DBM issue (Bohling et al., 2006)
(Frankland, 2007) (Lin and Hong, 2008).

However, DBM is nowadays an essential part of marketing in many organizations. Indeed,
as the main DBM principle, most organizations should communicate as much as possible
with their customers on a direct basis (DeTienne and Thompson, 1996). Such objective has
contributed to the expressive grown of all DBM discipline. In spite of such evolution and
development, DBM has growth without the expected maturity (Fletcher et al., 1996)
(Verhoef and Hoekstra, 1999).

In some organizations, DBM systems work only as a system for inserting and updating data,
just like a production system (Sen and Tuzhiln, 1998). In others, they are used only as a tool
for data analysis (Bean, 1999). In addition, there are corporations that use DBM systems for
both operational and analytical purposes (Arndt and Gersten, 2001). Currently DBM is
mainly approached by classical statistical inference, which may fail when complex, multi-
dimensional, and incomplete data is available (Santos et al., 2005).

One of most cited origins of DBM is the retailers’ catalogue based in the USA selling directly
to customers. The main means used was direct mail, and mailing of new catalogues usually
took place to the whole database of customers (DeTienne and Thompson, 1996). Mailings
result analysis has led to the adoption of techniques to improve targeting, such as CHAID
(Chi-Squared Automated Interaction Detection) and logistic regression (DeTienne and
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Thompson, 1996) (Schoenbachler et al., 1997). Lately, the addition of centralized call centers
and the Internet to the DBM mix has introduced the elements of interactivity and
personalization. Thereafter, during the 1990s, the data-mining boom popularized such
techniques as artificial neural networks, market basket analysis, Bayesian networks and
decision trees (Pearce et al., 2002) (Drozdenko and Perry, 2002).

3.1.1 Definition

DBM refers to the use of database technology for supporting marketing activities (Leary et
al.,, 2004) (Wehmeyer, 2005) (Pinto et al., 2009). Therefore, it is a marketing process driven by
information (Coviello et al., 2001) (Brookes et al., 2004) (Coviello et al., 2006) and managed
by database technology (Carson et al., 2004) (Drozdenko and Perry, 2002). It allows
marketing professionals to develop and to implement better marketing programs and
strategies (Shepard, 1998) (Ozimek, 2004).

There are different definitions of DBM with distinct perspectives or approaches denoting
some evolution an evolution along the concepts (Zwick and Dholakia, 2004). From the
marketing perspective, DBM is an interactive approach to marketing communication. It uses
addressable communications media (Drozdenko and Perry, 2002) (Shepard, 1998), or a
strategy that is based on the premise that not all customers or prospects are alike. By
gathering, maintaining and analyzing detailed information about customers or prospects,
marketers can modify their marketing strategies accordingly (Tao and Yeh, 2003). Then,
some statistical approaches were introduced and DBM was presented as the application of
statistical analysis and modeling techniques to computerized individual level data sets (Sen
and Tuzhiln, 1998) (Rebelo et al., 2006) focusing some type of data. Here, DBM simply
involves the collection of information about past, current and potential customers to build a
database to improve the marketing effort. The information includes: demographic profiles;
consumer likes and dislikes; taste; purchase behavior and lifestyle (Seller and Gray, 1999)
(Pearce et al., 2002).

As information technologies improved their capabilities such as processing speed, archiving
space or, data flow in organizations that have grown exponentially different approaches to
DBM have been suggested: generally, it is the art of using data you've already gathered to
generate new money-making ideas (Gronroos, 1994) (Pearce et al., 2002); stores this response
and adds other customer information (lifestyles, transaction history, etc.) on an electronic
database memory and uses it as basis for longer term customer loyalty programs, to
facilitate future contacts, and to enable planning of all marketing. (Fletcher et al., 1996)
(Frankland, 2007); or, DBM can be defined as gathering, saving and using the maximum
amount of useful knowledge about your customers and prospects...to their benefit and
organizations” profit. (McClymont and Jocumsen, 2003) (Pearce et al., 2002). Lately some
authors has referred DBM as a tool database-driven marketing tool which is increasingly
aking centre stage in organizations strategies (Pinto, 2006) (Lin and Hong, 2008).

In common all definition share a main idea: DBM is a process that uses data stored in
marketing databases in order to extract relevant information to support marketing decision
and activities through customer knowledge, which will allow satisfy their needs and
anticipate their desires.

3.1.2 Database marketing process

During the DBM process it is possible to consider three phases (DeTienne and Thompson,
1996) (Shepard, 1998) (Drozdenko and Perry, 2002): data collection, data processing
(modeling) and results evaluation.
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The Figure 1 presents a simple model of how customer data are collected through internal or
external structures that are closer to customers and the market, how customer data is
transformed into information and how customer information is used to shape marketing
strategies and decisions that later turn into marketing activities. The first, Marketing data,
consists in data collection phase, which will conduct to marketing database creation with as
much customer information as possible (e.g., behavioral, psychographic or demographic
information) and related market data (e.g., share of market or competitors information’s).
During the next phase, information, the marketing database is analyzed under a marketing
information perspective throughout activities such as, information organization (e.g.,
according organization structure, or campaign or product relative); information codification
(e.g., techniques that associates information to a subject) or data summarization (e.g., cross
data tabulations). The DBM development process concludes with marketing knowledge,
which is the marketer interpretation of marketing information in actionable form. In this
phase there has to be relevant information to support marketing activities decision.

Marketing e . e Marketing
Information
Data — — Knowledge

Data sources: Marketing Strategies

‘ Marketing Information:

1 Internal | Organized 1 Decisions and
External Coded actions
Summarized

Fig. 1. Database marketing general overall process

Technology based marketing is almost a marketing science imperative (Brookes et al., 2004)
(Zineldin and Vasicheva, 2008). As much as marketing research is improving and embracing
new challenges its dependence on technology is also growing (Carson et al., 2004).
Currently, almost every organization has its own marketing information system, from single
customer data records to huge data warehouses (Brito, 2000). Nowadays, DBM is one of the
most well succeed marketing technology employment (Frankland, 2007) (Lin and Hong,
2008) (Pinto et al., 2009).

3.1.3 DBM process with KDD

Database marketing is a capacious term related to the way of thinking and acting which
contains the application of tools and methods in studies, their structure and internal
organization so that they could achieve success on a fluctuating and difficult to predict
consumer market (Lixiang, 2001).

For the present purpose we assume that, database marketing can be defined as a method of
analyzing customer data to look for hidden, useful and actionable knowledge for marketing
purposes. To do so, several different problem specifications may be referred. These include
market segmentation (Brito et al., 2004), cross-sell prediction, response modeling, customer
valuation (Brito and Hammond, 2007) and market basket analysis (Buckinx and den Poel,
2005) (Burez and Poel, 2007). Building successful solutions for these tasks requires the
application of advanced DM and machine learning techniques to obtain relationships and
patterns in marketing databases data and using this knowledge to predict each prospect’s
reaction to future situations.
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In literature there are some examples about KDD usage in DBM projects usage for
customers’ response modeling whereas the goal was to use past transaction data of
customers, personal characteristics and their response behavior to determine whether these
clients were good or not (Coviello and Brodie, 1998) e.g., for mailing prospects during the
next period (Pearce et al., 2002) (den Poel and Buckinx, 2005). At these examples different
analytical approaches were used: statistical techniques (e.g., discriminate analysis, logistic
regression, CART and CHAID), machine learning methods (e.g., C4.5, SOM) mathematical
programming (e.g., linear programming classification) and neural networks to model this
customer’s response problem.

Other KDD related application in DBM projects is customer retention activities. The
retention of its customers is very important for a commercial entity, e.g., a bank or a oil
distribution company. Whenever a client decides to change to another company, it usually
implies some financial losses for this organization. Therefore, organizations are very
interested in identifying some mechanisms behind such decisions and determining which
clients are about to leave them. As an example one approach to find such potential
customers is to analyze the historical data which describe customer behavior in the past
(den Poel and Buckinx, 2005) (Buckinx and den Poel, 2005) (Rebelo et al., 2006) (Burez and
Poel, 2007) (Buckinx et al., 2007).

3.2 Ontologies

Currently we live at a web-based information society. Such society has a high-level
automatic data processing which requires a machine-understandable of representation of
information’s semantics. This semantics need is not provided by HTML or XML-based
languages themselves. Ontologies fill the gap, providing a sharable structure and semantics
of a given domain, and therefore they play a key role in such research areas such as
knowledge management, electronic commerce, decision support or agent communication
(Ceccaroni, 2001).

Ontologies are used to study the existence of all kinds of entities (abstract or concrete) that
constitute the world (Sowa, 2000). Ontologies use the existential quantifier 3 as a notation
for asserting that something exists, in contrast to logic vocabulary, which doesn’t have
vocabulary for describing the things that exist.

They are also used for data-source integration in global information systems and for in-
house communication. In recent years, there has been a considerable progress in developing
the conceptual bases for building ontologies. They allow reuse and sharing of knowledge
components, and are, in general, concerned with static domain-knowledge.

Ontologies can be used as complementary reusable components to construct knowledge-
based systems (van Heijst et al., 1997). Moreover, ontologies provide a shared and common
understanding of a domain and describe the reasoning process of a knowledge-based
system, in a domain and independent implementation fashion.

3.2.1 Ontologies definition

From the philosophy perspective, ontology is the theory or study of being, i.e., of the basic
characteristics of all reality. Though the term was first coined in the 17th century, ontology
is synonymous with metaphysics or first philosophy as defined by Aristotle in the 4th
century BC (Guarino, 1995). Ontology is a part of metaphysics (Newell and level, 1982): it is
the science of the existence which investigates the structure of being in general, rather than
analyzing the characteristics of particular beings.



Database Marketing Process Supported by Ontologies:
A Data Mining System Architecture Proposal 25

To answer the question “but what is being?” it was proposed a famous criterion but which

did not say anything about what actually exists:"To be is to be the value of a quantified

variable” (Quine, 1992). Those who object to it would prefer some guidelines for the kinds of

legal statements. In general, furt her analysis is necessary to give the knowledge engineer
some guidelines about what to say and how to say it.

From artificial intelligence literature there is a wide range of different definitions of the term

ontology. Each community seems to adopt its own interpretation according to the use and

purposes that the ontologies are intended to serve within that community. The following list
enumerates some of the most important contributions:

- One of the early definitions is: “An ontology defines the basic terms and relations
comprising the vocabulary of a topic area as well as the rules for combining terms and
relations to define extensions to the vocabulary.” (Neches et al., 1991);

- A widely used definition is: "An ontology is an explicit specification of a
conceptualization” (Gruber, 1993);

- An analysis of a number of interpretations of the word ontology (as an informal
conceptual system, as a formal semantic account, as a specification of a
conceptualization, as a representation of a conceptual system via a logical theory, as the
vocabulary used by a logical theory and as a specification of a logical theory) and a
clarification of the terminology used by several other authors is in Guarino and Giaretta
work (Guarino, 1995).

- From Gruber’s definition and more elaborated is: ‘Ontologies are defined as a formal
specification of a shared conceptualization.”(Borst et al., 1997);

- ’An ontology is a hierarchically structured set of terms for describing a domain that can
be used as a skeletal foundation for a knowledge base.” (Swartout et al., 1996);

- A definition with an explanation of the terms also used in early definitions, states:
‘conceptualization refers to an abstract model of some phenomenon in the world by
having identified the relevant concepts of that phenomenon. Explicit means that the
type of concepts used and the constraints on their use are explicitly defined. Formal
refers to the fact that the ontology should be machine-readable. Shared refers to the
notion that an ontology captures consensual knowledge, that is, it is not primitive to
some individual, but accepted by a group (Staab and Studer, 2004);

- An interesting working definition is: Ontology may take a variety of forms, but
necessarily it will include a vocabulary of terms, and some specification of their
meaning. This includes definitions and explicitly designates how concepts are
interrelated which collectively impose a structure on the domain and constrain the
possible interpretations of terms. Moreover, ontology is virtually always the
manifestation of a shared understanding of a domain that is agreed between
communities. Such agreement facilitates accurate and effective communication of
meaning, which in turn, leads to other benefits such as inter-operability, reuse and
sharing. (Jasper and Uschold, 1999);

- More recently, a broad definition has been given: ‘ontologies to be domain theories that
specify a domain-specific vocabulary of entities, classes, properties, predicates, and
functions, and to be a set of relationships that necessarily hold among those vocabulary
terms. Ontologies provide a vocabulary for representing knowledge about a domain
and for de scribing specific situations in a domain.” (Farquhar et al., 1997) (Smith and
Farquhar, 2008).
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For this research, we have adopted as ontology definition: A formal and explicit specification of
a shared conceptualization, which is usable by a system in actionable forms. Conceptualization
refers to an abstract model of some phenomenon in some world, obtained by the
identification of the relevant concepts of that phenomenon. Shared reflects the fact that an
ontology captures consensual knowledge and is accepted by a relevant part of the scientific
community. Formal refers to the fact that ontology is an abstract, theoretical organization of
terms and relationships that is used as a tool for the analysis of the concepts of a domain.
Explicit refers to the type of concepts used and the constraints on their use (Gruber, 1993)
(Jurisica et al., 1999). Therefore, ontology provides a set of well-founded constructs that can
be leveraged to build meaningful higher level knowledge. Hence, we consider that ontology
is usable through systems in order to accomplish our objective: assistance work throughout
actionable forms.

3.2.2 Reasons to use ontologies
Ontology building deals with modeling the world with shareable knowledge structures
(Gruber, 1993). With the emergence of the Semantic Web, the development of ontologies and
ontology integration has become very important (Fox and Gruninger, 1997) (Guarino, 1998)
(Berners-Lee et al., 2001). The SemanticWeb is a vision, for a next generation Web and is
described in a Figure 7 called the “layer cake” of the Semantic Web (Berners-Lee, 2003) and
presented in the Ontology languages section.
The current Web has shown that string matching by itself is often not sufficient for finding
specific concepts. Rather, special programs are needed to search the Web for the concepts
specified by a user. Such programs, which are activated once and traverse the Web without
further supervision, are called agent programs (Zhou et al., 2006). Successful agent
programs will search for concepts as opposed to words. Due to the well known homonym
and synonym problems, it is difficult to select from among different concepts expressed by
the same word (e.g., Jaguar the animal, or Jaguar the car). However, having additional
information about a concept, such as which concepts are related to it, makes it easier to solve
this matching problem. For example, if that Jaguar IS-A car is desired, then the agent knows
which of the meanings to look for.
Ontologies provide a repository of this kind of relationship information. To make the
creation of the Semantic Web easier, Web page authors will derive the terms of their pages
from existing ontologies, or develop new ontologies for the Semantic Web.
Many technical problems remain for ontology developers, e.g. scalability. Yet, it is obvious
that the Semantic Web will never become a reality if ontologies cannot be developed to the
point of functionality, availability and reliability comparable to the existing components of
the Web (Blanco et al., 2008) (Cardoso and Lytras, 2009).
Some ontologies are used to represent the general world or word knowledge. Other
ontologies have been used in a number of specialized areas, such as, medicine (Jurisica et al.,
1999) (CeSpivova et al.,, 2004) (Perez-Rey et al., 2006) (Kasabov et al.,, 2007), engineering
(Tudorache, 2006) (Weng and Chang, 2008), knowledge management (Welty and Murdock,
2006), or business (Borges et al., 2009) (Cheng et al., 2009).
Ontologies have been playing an important role in knowledge sharing and reuse and are
useful for (Noy and McGuinness, 2003):
- Sharing common understanding of the structure of information among people or software
agents is one of the more common goals in developing ontologies (Gruber, 1993), e.g.,
when several different Web sites contain marketing information o r provide tools and
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techniques for marketing activities. If these Web sites share and publish the same
underlying ontology of the terms they all use, then computer agents can extract and
aggregate information from these different sites. The agents can use this aggregated
information to answer user queries or as input data to other applications;

- Enabling reuse of domain knowledge was one of the driving forces behind recent surge in
ontology research, e.g., models for many different domains need to represent the value.
This representation includes social classes, income scales among others. If one group of
researchers develops such an ontology in detail, others can simply reuse it for their
domains. Additionally, if we need to build a large ontology, we can integrate several
existing ontologies describing portions of the large domain;

- Making explicit domain assumptions underlying an implementation makes it possible to
change these programming-language codes making these assumptions not only hard to
find and understand but also hard to change, in particular for someone without
programming expertise. In addition, explicit specifications of domain knowledge are
useful for new users who must learn what terms in the domain mean;

- Separating the domain knowledge from the operational knowledge is another common use of
ontologies, e.g., regarding computers hardware components, it is possible to describe a
task of configuring a product from its components according to a required specification
and implement a program that does this configuration independent of the products and
components themselves. Then, it is possible develop an ontology of PCcomponents and
apply the algorithm to configure made-to-order PCs. We can also use the same
algorithm to configure elevators if we “feed” it an elevator component ontology
(Rothenfluh et al., 1996);

- Analyzing domain knowledge is possible once a declarative specification of the terms is
available. Formal analysis of terms is extremely valuable when both attempting to reuse
existing ontologies and extending them.

Often ontology of the domain is not a goal in itself. Developing an ontology is akin to
defining a set of data and their structure for other programs to use. Problem-solving
methods, domain-independent applications, and software agents use ontologies and
knowledge bases built from ontologies as data (van Heijst et al.,, 1997) (Gottgtroy et al.,
2004). Within this work we have develop an DBM ontology and appropriate KDD
combinations of tasks and tools with expected marketing results. This ontology can then be
used as a basis for some applications in a suite of marketing-managing tools: One
application could create marketing activities suggestions for data analyst or answer queries
of the marketing practitioners. Another application could analyze an inventory list of a data
used and suggest which marketing activities could be developed with such available
resource.

3.2.3 Ontologies main concepts

Here we use ontologies to provide the shared and common domain structures which are

required for semantic integration of information sources. Even if it is still difficult to find

consensus among ontology developers and users, some agreement about protocols,

languages and frameworks exists. In this section we clarify the terminology which we will

use throughout the thesis:

- Axioms are the elements which permit the detailed modeling of the domain. There are
two kinds of axioms that are important for this thesis: defining axioms and related



28

New Fundamental Technologies in Data Mining

axioms. Defining axioms are defined as relations multi valued (as opposed to a
function) that maps any object in the domain of discourse to sentence related to that
object. A defining axiom for a constant (e.g., a symbol) is a sentence that helps defining
the constant. An object is not necessarily a symbol. It is usually a class, or relation or
instance of a class. If not otherwise specified, with the term axiom we refer to a related
axiom;

A class or type is a set of objects. Each one of the objects in a class is said to be an
instance of the class. In some frameworks an object can be an instance of multiple
classes. A class can be an instance of another class. A class which has instances that are
themselves classes is called a meta-class. The top classes employed by a well developed
ontology derive from the root class object, or thing, and they themselves are objects, or
things. Each of them corresponds to the traditional concept of being or entity. A class,
or concept in description logic, can be defined intentionally in terms of descriptions that
specify the properties that objects must satisfy to belong to the class. These descriptions
are expressed using a language that allows the construction of composite descriptions,
including restrictions on the binary relationships connecting objects. A class can also be
defined extensionally by enumerating its instances. Classes are the basis of knowledge
representation in ontologies. Class hierarchies might be represented by a tree: branches
represent classes and the leaves represent individuals.

Individuals: objects that are not classes. Thus, the domain of discourse consists of
individuals and classes, which are generically referred to as objects. Individuals are
objects which cannot be divided without losing their structural and functional
characteristics. They are grouped into classes and have slots. Even concepts like group
or process can be individuals of some class.

Inheritance through the class hierarchy means that the value of a slot for an individual or
class can be inherited from its super class.

Unique identifier: every class and every individual has a unique identifier, or name. The
name may be a string or an integer and is not intended to be human readable.
Following the assumption of anti-atomicity, objects, or entities are always complex
objects. This assumption entails a number of important consequences. The only one
concerning this thesis is that every object is a whole with parts (both as components and
as functional parts). Additionally, because whatever exists in space-time has temporal
and spatial extension, processes and objects are equivalent.

Relationships: relations that operate among the various objects populating an ontology.
In fact, it could be said that the glue of any articulated ontology is provided by the
network of dependency of relations among its objects. The class-membership relation
that holds between an instance and a class is a binary relation that maps objects to
classes. The type-of relation is defined as the inverse of instance-of relation. If A is an
instance-of B, then B is a type-of A. The subclass-of (or is-a) relation for classes is defined in
terms of the relation instance-of, as follows: a class C is a subclass-of class T if and only if
all instances of C are also instances of T. The superclass-of relation is defined as the
inverse of the subclass-of relation.

Role: different users or any single user may define multiple ontologies within a single
domain, representing different aspects of the domain or different tasks that might be
carried out within it. Each of these ontologies is known as a role. In our approach we do
not need to use roles since we only deal with a single ontology. Roles can be shared, or
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they can be represented separately in approaches without integration facilities.
Moreover, roles can overlap in the sense that the same individuals can be classified in
many different roles, but the class membership of an individual, its inherited slots and
the values of those slots may vary from role to role. A representation of the similarities
and differences between two or more roles is known as a comparison.

- Slots (values that properties can assume). Objects have associated with them a set of
own slots and each own slot of an object has associated with it a set of objects called slot
values. Slots can hold many different kinds of values and can hold many at the same
time. They are used to store information, such as name and description, which uniquely
define a class or an individual. Classes have associated with them a collection of
template slots that describe own slot values considered to hold for each instance of the
class. The values of template slots are said to inherit to the subclasses and to the
instances of a class. The values of a template slot are inherited to subclasses as values of
the same template slot and to instances as values of the corresponding own slot. For
example, the assertion that the gender of all female persons is female could be
represented by the template slot Gender of class Female-Person having the value Female.
If we create an instance of Female-Person called Linda, then Female would be the value of
the own slot Gender of Linda. Own slots of an object have associated with them a set of
own facets, and each own facet of a slot of a frame has associated with it a set of objects
called facet values, e.g., the assertion that Francisco favorite foods must be sweet food can
be represented by the facet Value-Type of the Favorite-Food slot of the Francisco frame
having the value Sweet-Food. Template slots of a class have associated with them a
collection of template facets that describe own facet values considered to hold for the
corresponding own slot of each instance of the class. As with the values of template
slots, the values of template facets are said to inherit to the subclasses and instances of a
class. Thus, the values of a template facet are inherited to subclasses as values of the
same template facet and to instances as values of the corresponding own facet.

- A taxonomy is a set of concepts, which are arranged hierarchically. A taxonomy does not
define attributes of these concepts. It usually defines only the is-a relationship between
the concepts. In addition to the basic is-a relation, the part-of relation may also be used;

- A type is an ontological category in artificial intelligence (in which it is synonymous of
class) and in logic;

- Awvocabulary is a language dependent set of words with explanations/documentation. It
seeks universality and formality in a local context (for example a marketing domain).

Focusing on ontology reuse capability (one of the most important aspect in many research

projects), we attain to assist the end user in new DBM and KDD projects through knowledge

base instantiation and inference.

4. Research approach

Through an exhaustive literature review we have achieve a set of domain concepts and
relations between them to describe KDD process.

Follo wing METHONTOLOGY (Lopez et al., 1999) we had constructed our ontology in
terms of process assistance role. This methodology for ontology construction has five
(Gomez-Perez et al., 2004) main steps: specification, conceptualization, formalization,
implementation and maintenance (Figure 2).
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Fig. 2. Methontology framework (adapted from (Lopez et al.1999))

Nevertheless, domain concepts and relations were introduced according some literature
directives (Smith and Farquhar2008). Moreover, in order to formalize all related knowledge
we have used some relevant scientific KDD (Quinlan1986) (Fayyad et al.1996) and ontologies
(Phillips and Buchanan2001)(Nigro et al.2008) published works. However, whenever some
vocabulary is missing it is possible to develop a research method in order to achieve such a
domain knowledge thesaurus.

At the end of the first step of methontology methodology we have identified the following
main classes (Figure 3):
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Our KDD ontology has three major classes: Resource, ProcessPhase and ResultModel.
ProcessPhase is the central class which uses resources (Resource class) and has some results
(ResultModel class). The former Resource class relates all resources needed to carry the
extraction process, namely algorithms and data.
The ResultModel has in charge to relate all KDD instance process describing all resources
used, all tasks performed and results achieved in terms of model evaluation and domain
evaluation. This class is use to ensure the KDD knowledge share and reuse.
Regarding KDD process we have considered four main concepts below the ProcessPhase
concept (OWL class):
Data Understand focuses all data understanding work from simple acknowledge attribute
mean to exhaustive attribute data description or even translation, to more natural language;
Data Preprocessing: concerns all data pre-processing tasks like data transformation, new
attribute derivation or missing values processing;
Modeling: Modeling phase has in charge to produce models. It is frequent to appear as data
mining phase (DM), since it is the most well known KDD phase. Discovery systems produce
models that are valuable for prediction or description, but also they produce models that
have been stated in some declarative format, that can be communicated clearly and precisely
in order to become useful. Modeling holds all DM work from KDD process. Here we
consider all subjects regarding the DM tasks, e.g., algorithm selection or concerns relations
between algorithm and data used (data selection). In order to optimize efforts we have
introduced some tested concepts from other data mining ontology (DMO) [Nigro et al.2008],
which has similar knowledge base taxonomy. Here we take advantage of an explicit
ontology of data mining and standards using the OWL concepts to describe an abstract
semantic service for DM and its main operations. Settings are built through enumeration of
algorithm properties and characterization of their input parameters. Based on the concrete
Java interfaces, as presented in the Weka software API (Witten and Frank2000) and Protégé
OWL, it was constructed a set of OWL classes and their instances that handle input
parameters of the algorithms. All these concepts are not strictly separated but are rather
used in conjunction forming a consistent ontology;
Evaluation and Deployment phase refers all concepts and operations (relations) performed to
evaluate resulting DM model and KDD knowledge respectively.
Then, we have represented above concept hierarchy in OWL language, using protégé OWL
software.
<?xml version="1.0"?>
<rdf:RDF
xmlns:owl2xml="http://www.w3.0rg/2006/12/owl2-xml#"
xmlins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xml:base="http://www.semanticweb.org/ontologies/2009/5/DBMiPhDfpinto.owl">
<owl:Class rdf:ID="InformationType">
<rdfs:subClassOf>
<owl:Class rdf:ID="Data"/>
</rdfs:subClassOf>
<owl:Class rdf:ID="Personal">

<rdfs:subClassOf>
<owl:Class rdf:ID="InformationType"/>
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</rdfs:subClassOf>
</owl:Class>
</owl:Class>
<owl:Class rdf:ID="Demographics">
<rdfs:subClassOf>
<owl:Class rdf:ID="Personal"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="http://www.w3.0rg/2002/07/owl#Thing" />
<owl:Class rdf:about="#InformationType">
<rdfs:subClassOf rdf:resource="#Data"/>
</owl:Class>

Following Methontology, the next step is to create domain-specific core ontology, focusing
knowledge acquisition. To this end we had performed some data processing tasks, data
mining operations and also performed some models evaluations.

Each class belongs to a hierarchy (Figure 4). Moreover, each class may have relations
between other classes (e.g., PersonalType is-a InformationType subclass). In order to formalize
such schema we have defined OWL properties in regarding class’ relationships, generally

represented as:
Modeling” has Algorithm (algorithm)

is-a
Data
Pre-Process

Modeling

Attribute
Derivation

Ontology
Taxonomy

Instances
OutRange I

Fig. 4. KDD class/property/instance relation example ilustration
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In OWL code:
<owl:Class rdf:ID="AlgorithmSelection">
<rdfs:subClassOf>
<owl:Restriction>
<owl:someValuesFrom rdf:resource="#Algorithms"/>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="hasAlgorithm" />
</owl:onProperty>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Class rdf:ID="Modeling"/>
</rdfs:subClassOf>
</owl:Class>
The ontology knowledge acquisition, firstly, happens through direct classes, relationships
and instances load. Then through the KDD instantiation, the ontology acts according to the
semantic structure.
Each new attribute is presented to the ontology, it is evaluated in terms of attribute class
hierarchy, and related properties that acts according it.
In our ontology Attribute is defined by a set of three descriptive items: Information Type,
Structure Type and allocated Source. Therefore it is possible to infer that, Attribute is a
subclass of Thing and is described as a union of InformationType, StructureType and Source.
At other level, considering that, data property links a class to another class (subclass) or
links a class with an individual, we have in our ontology the example:
StructureType(Date)
= hasMissingValueTask
> hasOutliersTask
- hasAttributeDerive
Attribute InformationType (Personal) & Attribute Personal Type(Demographics)
- hasCheckConsistency
As example, considering the birthDate attribute, ontology will act as:
? Attribute hasDataSource
attribute hasDataSource (CustomerTable).
? Attribute haslnformationType:
attribute hasinformationType (Personal) then:
attribute hasPersonalType(Demographics)
? Attribute hasStructureType
attribute hasStructureType (Date).
: attribute hasStructureType(Date) AND
PersonalType(Demographics) then:
: attribute (Demographics; Date) hasDataPreparation
: attribute (Demographics; Date) hasDataPreProcessing
AND Check missing values
AND Check outliers
AND Check consistency
AND deriveNewAttribute
In above example, the inference process is executed on reasoner for description logic (Pellet).
It acts along both class hierarchy (e.g., Personal or Demographics) and defined data properties
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(e.g., hasStructureType or hasDataPreparation). In above example the attribute belongs at two
classes: Date and Demographics. Through class membership, the birthDate, attribute inherits
related data properties, such as hasDataPreparation or hasDataPre-Processing

5. Ontology leaning cycle

Ontology assistance to KDD aims the improvement of the process allowing both better
performance and extracted knowledge results.Since KDD process is the core competency of
database use, it is the centre focus of our work.

KDD
PROCESS

evaluate

EVALUATION
DEPLOYMENT

ONTOLOGY
KNOWLDGE BASE

Fig. 5. Ontology learning cycle

As depicted in Figure 5, KDD process is located at the centre of our system. Therefore, data
analyst uses knowledge during the process execution; knowledge feeds performance for
higher achievement, and performance leads measures performance through evaluation and
deployment methods; performance feeds back knowledge (ontology update) for later use of
that knowledge. Also knowledge drives the process to improve further operations.
Since the KDD process generates as output models, it was considered useful to represent
them in a computable way. Such representation works as a general description of all options
taken during the process. Based on PMML descriptive DM model we have introduced an
OWL class in our ontology named ResultModel which holds instances with general form:
ResultModel {

domain Objective Type;

algorithm;

algorithmTasks;

algorithmParameters;

workingAlgorithmDataSet;

EvaluationValue;

DeploymentValue

1

Moreover, our ontology has the learning capability mutually assigned to aforementioned
model the ontology structure. Then it is possible both: so suggest (e.g., algorithm) and rank
each suggestion (e.g., accuracy). Such approach may lead in a future to the development of
an automatic learning capability and is depicted in figure 6.
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Fig. 6. Database Marketing ontology knowledge base operations

Data analyst is guided through the entire process supported by knowledge base. Such
support is carried by domain objectives specification, KDD process planning, ontology
inference or KDD assistant execution.

6. Results

As results we have achieved an explicit KDD ontology which integrates background and
practical knowledge (Figure 7).

The KDD structure has two main distinct classes: resources and phase, as depicted in Figure
7. The former, holds and refers to all assets used at KDD process, like data repositories or
algorithms; the latter, refers to the practical development of KDD process phases, like data
preparation or modeling. Each super class has its own subclass hierarchy. Moreover, there
are relationships between each class (e.g., hasData or hasAlgorithm).
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Fig. 7. KDD ontology class-properties hierarchy general view



36 New Fundamental Technologies in Data Mining

7. Conclusions

During this work we have introduced process oriented ontology for database marketing
knowledge based on Data Mining system architecture. Instead of imposing a fixed order for
the DBM process, we have proposed a solution based on the ontologies and the knowledge
extraction process. This approach is useful since it is used for end user assistance in the
entire process development.

The proposed architecture defines, at different levels, a connection between ontology
engineering and KDD process. It also defines a hybrid life cycle for the DBM process, based
on both approaches. This life cycle that effectively assists the end-user, is composed by the
knowledge extraction process phases and other specific marketing domain activities. Each
phase is divided in tasks, directly or indirectly, related to ontology engineering, marketing
and KDD.

This ontology is meant to be a subcomponent in the overall KDD process. Its usage of
knowledge obtained from prior examples makes it applicable when several related
databases are used.

Further work can be done in a variety of ways: this can be used for more specific knowledge
extraction process or for more business oriented objectives. We believe that this approach
convincingly addresses a pressing KDD need.
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1. Introduction

Data mining is a process of nontrivial extraction of implicit, previously unknown, and
potentially useful information (such as knowledge rules, constraints, and regularities) from
data in databases. In fact, the term “knowledge discovery” is more general than the term
“data mining.” Data mining is usually viewed as a step towards the process of knowledge
discovery, although these two terms are considered as synonyms in the computer literature.
The entire life cycle of knowledge discovery includes steps such as data cleaning, data
integration, data selections, data transformation, data mining, pattern evaluation, and
knowledge presentation.
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Fig. 1. Life Cycle of knowledge presentation

Data cleaning is to remove noise and inconsistent data. Data integration is to combine data
from multiple data sources, such as a database and data warehouse. Data selection is to
retrieve data relevant to the task. Data transformation is to transform data into appropriate
forms. Data mining is to apply intelligent methods to extract data patterns. Pattern
evaluation is to identify the truly interesting patterns based on some interestingness
measures. Knowledge evaluation is to visualize and present the mined knowledge to the
user. There are many data mining techniques, such as association rule mining, classification,
clustering, sequential pattern mining, etc.

Since this chapter focuses on parallel and distributed data mining, let us turn our attention
to those concepts.
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2. Distributed data mining

Data mining algorithms deal predominantly with simple data formats (typically flat files);
there is an increasing amount of focus on mining complex and advanced data types such as
object-oriented, spatial and temporal data. Another aspect of this growth and evolution of
data mining systems is the move from stand-alone systems using centralized and local
computational resources towards supporting increasing levels of distribution. As data
mining technology matures and moves from a theoretical domain to the practitioner’s arena
there is an emerging realization that distribution is very much a factor that needs to be
accounted for.
Databases in today’s information age are inherently distributed. Organizations that operate
in global markets need to perform data mining on distributed data sources (homogeneous /
heterogeneous) and require cohesive and integrated knowledge from this data. Such
organizational environments are characterized by a geographical separation of users from
the data sources. This inherent distribution of data sources and large volumes of data
involved inevitably leads to exorbitant communications costs. Therefore, it is evident that
traditional data mining model involving the co-location of users, data and computational
resources is inadequate when dealing with distributed environments. The development of
data mining along this dimension has lead to the emergence of distributed data mining. The
need to address specific issues associated with the application of data mining in distributed
computing environments is the primary objective of distributed data mining. Broadly, data
mining environments consist of users, data, hardware and the mining software (this
includes both the mining algorithms and any other associated programs). Distributed data
mining addresses the impact of distribution of users, software and computational resources
on the data mining process. There is general consensus that distributed data mining is the
process of mining data that has been partitioned into one or more physically/geographically
distributed subsets.
The significant factors, which have led to the emergence of distributed data mining from
centralized mining, are as follows:
o  The need to mine distributed subsets of data, the integration of which is non- trivial and
expensive.
e  The performance and scalability bottle necks of data mining.
¢ Distributed data mining provides a framework for scalability, which allows the splitting
up of larger datasets with high dimensionality into smaller subsets that require
computational resources individually.
Distributed Data Mining (DDM) is a branch of the field of data mining that offers a
framework to mine distributed data paying careful attention to the distributed data and
computing resources. In the DDM literature, one of two assumptions is commonly adopted
as to how data is distributed across sites: homogeneously and heterogeneously. Both
viewpoints adopt the conceptual viewpoint that the data tables at each site are partitions of
a single global table. In the homogeneous case, the global table is horizontally partitioned.
The tables at each site are subsets of the global table; they have exactly the same attributes.
In the heterogeneous case the table is vertically partitioned, each site contains a collection of
columns (sites do not have the same attributes). However, each tuple at each site is assumed
to contain a unique identifier to facilitate matching. It is important to stress that the global
table viewpoint is strictly conceptual. It is not necessarily assumed that such a table was
physically realized and partitioned to form the tables at each site.
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3. Parallel and distributed data mining

The enormity and high dimensionality of datasets typically available as input to the
problem of association rule discovery, makes it an ideal problem for solving multiple
processors in parallel. The primary reasons are the memory and CPU speed limitations
faced by single processors. Thus it is critical to design efficient parallel algorithms to do the
task. Another reason for parallel algorithm comes from the fact that many transaction
databases are already available in parallel databases or they are distributed at multiple sites
to begin with. The cost of bringing them all to one site or one computer for serial discovery
of association rules can be prohibitively expensive.

For compute-intensive applications, parallelisation is an obvious means for improving
performance and achieving scalability. A variety of techniques may be used to distribute the
workload involved in data mining over multiple processors. Four major classes of parallel
implementations are distinguished. The classification tree in Figure 1 demonstrates this
distinction. The first distinction made in this tree is between task parallel and data-parallel
approaches.

Divide and Conquer

Task Parallelism
Task Queue
ecord Based
Data Parallelism
Attribute Based

Fig. 2. Methods of Parallelism

Task-parallel algorithms assign portions of the search space to separate processors. The task
parallel approaches can again be divided into two groups. The first group is based on a
Divide and Congquer strategy that divides the search space and assigns each partition to a
specific processor. The second group is based on a task queue that dynamically assigns
small portions of the search space to a processor whenever it becomes available. A task
parallel implementation of decision tree induction will form tasks associated with branches
of the tree. A Divide and Conquer approach seems a natural reflection of the recursive
nature of decision trees.

However the task of parallel implementation suffers from load balancing problems caused
by uneven distributions of records between branches. The success of a task parallel
implementation of decision trees seems to be highly dependent on the structure of the data
set. The second class of approaches, called data parallel, distributes the data set over the
available processors. Data-parallel approaches come in two flavors. A partitioning based on
records will assign non-overlapping sets of records to each of the processors. Alternatively a
partitioning of attributes will assign sets of attributes to each of the processors. Attribute-
based approaches are based on the observation that many algorithms can be expressed in
terms of primitives that consider every attribute in turn. If attributes are distributed over
multiple processors, these primitives may be executed in parallel. For example, when
constructing decision trees, at each node in the tree, all independent attributes are
considered, in order to determine the best split at that point.
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There are two basic parallel approaches that have come to be used in recent times - work
partitioning and data partitioning.

Work Partitioning - These methods assign different view computations to different
processors. Consider, for example, the lattice for a four dimensional data cube. If a name is
assigned to the dimensions as “ABCD”, 15 views need to be computed. Given a parallel
computer with p processors, work partitioning schemes partition the set of views into p
groups and assign the computation of the views in each group to a different processor. The
main challenges for these methods are load balancing and scalability.

Data Partitioning - These methods work by partitioning the raw data set into p subsets and
store each subset locally on one processor. All views are computed on every processor but
only with respect to the subset of data available at each processor. A subsequent merge
procedure is required to agglomerate the data across processors. The advantage of data
partitioning methods is that they do not require all processors to have access to the entire
raw data set. Each processor only requires a local copy of a portion of the raw data which
can, e.g., be stored on its local disk. This makes such methods feasible for shared-nothing
parallel machines.

4. Why parallelize data mining?

Data-mining applications fall into two groups based on their intent. In some applications,
the goal is to find explanations for the most variable elements of the data set that is, to find
and explain the outliers. In other applications, the goal is to understand the variations of the
majority of the data set elements, with little interest in the outliers. Scientific data mining
seems to be mostly of the first kind, whereas commercial applications seem to be of the
second kind (“understand the buying habits of most of our customers”). In applications of
the first kind, parallel computing seems to be essential. In applications of the second kind,
the question is still open because it is not known how effective sampling from a large data
set might be at answering broader questions. Parallel computing thus has considerable
potential as a tool for data mining, but it is not yet completely clear whether it represents the
future of data mining,.

5. Technologies

e  Parallel computing
Single systems with many processors work on same problem.
¢ Distributed computing
Many systems loosely coupled by a scheduler to work on related problems.
¢  Grid Computing (Meta Computing)
Many systems tightly coupled by software, perhaps geographically distributed, are
made to work together on single problems or on related problems.

5.1 Properties of algorithms for association discovery

Most algorithms for association discovery follow the same general procedure, based on the
sequential Apriori algorithm. The basic idea is to make multiple passes over the database,
building larger and larger groups of associations on each pass. Thus, the first pass
determines the "items" that occur most frequently in all the transactions in the database;
each subsequent pass builds a list of possible frequent item tuples based on the results of the
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previous pass, and then scans the database, discarding those tuples that do not occur
frequently in the database. The intuition is that for any set of items that occurs frequently, all
subsets of that set must also occur frequently.

Notice that, for large association sets, this algorithm and its derivatives must make many
passes over a potentially enormous database. It is also typically implemented using a hash
tree, a complex data structure that exhibits very poor locality (and thus poor cache behavior).
Although there exist workable sequential algorithms for data mining (such as Apriori,
above), there is a desperate need for a parallel solution for most realistic-sized problems.
The most obvious (and most compelling) argument for parallelism revolves around
database size. The databases used for data mining are typically extremely large, often
containing the details of the entire history of a company's standard transactional databases.
As these databases grow past hundreds of gigabytes towards a terabyte or more, it becomes
nearly impossible to process them on a single sequential machine, for both time and space
reasons: no more than a fraction of the database can be kept in main memory at any given
time, and the amount of local disk storage and bandwidth needed to keep the sequential
CPU supplied with data is enormous. Additionally, with an algorithm such as Apriori that
requires many complete passes over the database, the actual running time required to
complete the algorithm becomes excessive.

The basic approach to parallelizing association-discovery data mining is via database
partitioning. Each available node in the networking environment is assigned a subset of the
database records, and computes independently on that subset, usually using a variation on
the sequential Apriori algorithm. All of the parallel data mining algorithms require some
amount of global all-all or all-one communication to coordinate the independent nodes.

5.2 Problems in developing parallel algorithms for distributed environment

There are several problems in developing parallel algorithms for a distributed environment

with association discovery data mining which is being considered in this research work.

These are:

e Data distribution: One of the benefits of parallel and distributed data mining is that
each node can potentially work with a reduced-size subset of the total database. A
parallel algorithm in distributed environment must effectively distribute data to allow
each node to make independent progress with its incomplete view of the entire
database.

e I/O minimization: Even with good data distribution, parallel data mining algorithms
must strive to minimize the amount of I/O they perform to the database.

¢ Load balancing: To maximize the effect/efficiency of parallelism, each workstation
must have approximately the same amount of work to do. Although a good initial data
distribution can help provide load-balancing, with some algorithms, periodic data
redistribution is required to obtain good overall load-balancing.

e Avoiding duplication: Ideally, no workstation should do redundant work (work
already performed by another node).

¢ Minimizing communication: An ideal parallel data mining algorithm allows all
workstations to operate asynchronously, without having to stall frequently for global
barriers or for communication delays.

¢ Maximizing locality: As in all performance programming, high-performance parallel
data mining algorithms must be designed to reap the full performance potential of
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hardware. This involves maximizing locality for good cache behavior, utilizing as much
of the machine's memory bandwidth as possible, etc.
Achieving all of the above goals in one algorithm is nearly impossible, as there are tradeoffs
between several of the above points. Existing algorithms for parallel data mining attempt to
achieve an optimal balance between these factors.

5.3 Algorithms in parallel and distributed data mining

The major algorithms used for parallel and distributed data mining are:

¢  Count Distribution: this algorithm achieves parallelism by partitioning data. Each of N
workstations gets 1/Nth of the database, and performs an Apriori-like algorithm on the
subset. At the end of each iteration however, is a communication phase, in which the
frequency of item occurrence in the various data partitions is exchanged between all
workstations. Thus, this algorithm trades off I/O and duplication for minimal
communication and good load-balance: each workstation must scan its database
partition multiple times (causing a huge I/O load) and maintains a full copy of the
(poor-locality) data structures used (causing duplicated data structure maintenance),
but only requires a small amount of per-iteration communication (an asynchronous
broadcast of frequency counts) and has a good distribution of work.

e Data Distribution: This algorithm is designed to minimize computational redundancy
and maximize use of the memory bandwidth of each workstation. It works by
partitioning the current maximal-frequency itemset candidates (like those generated by
Apriori) amongst work stations. Thus, each workstation examines a disjoint set of
possibilities; however, each workstation must scan the entire database to examine its
candidates. Thus this algorithm trades off a huge amount of communication (to fetch
the database partitions stored on other workstations) for better use of machine
resources and to avoid duplicated work.

e Candidate Distribution: This algorithm is similar to data distribution in that it
partitions the candidates across workstations, but it attempts to minimize
communication by selectively partitioning the database such that each workstation has
locally the data needed to process its candidate set. It does this after a fixed (small)
number of passes of the standard data distribution algorithm. This trades off
duplication (the same data may need to be replicated on more than one node) and poor
load-balancing (after redistributing the data, the workload of each workstation may not
be balanced) in order to minimize communication and synchronization. The effects of
poor load balancing are mitigated somewhat, since global barriers at the end of each
pass are not required.

e Eclat: This sophisticated algorithm avoids most of the tradeoffs above by using an
initial clustering step to pre-process the data before partitioning it between
workstations. It thus achieves many of the benefits of candidate distribution without
the costs. Little synchronization or communication is needed, since each node can
process its partitioned dataset independently. A transformation of the data during
partitioning allows the use of simple database intersections (rather than hash trees),
maximizing cache locality and memory bandwidth usage. The transformation also
drastically cuts down the I/O bandwidth requirements by only necessitating three
database scans.
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6. Role of intelligent agents in distributed data mining

Agents are defined as software or hardware entities that perform some set of tasks on behalf
of users with some degree of autonomy. In order to work for somebody as an assistant, an
agent has to include a certain amount of intelligence, which is the ability to choose among
various courses of action, plan, communicate, adapt to changes in the environment, and
learn from experience. In general, an intelligent agent can be described as consisting of a
sensing element that can receive events, a recognizer or classifier that determines which event
occurred, a set of logic ranging from hard-coded programs to rule-based inferencing, and a
mechanism for taking action.
Data mining agents seek data and information based on the profile of the user and the
instructions she gives. A group of flexible data-mining agents can co-operate to discover
knowledge from distributed sources. They are responsible for accessing data and extracting
higher-level useful information from the data. A data mining agent specializes in
performing some activity in the domain of interest. Agents can work in parallel and share
the information they have gathered so far.
Pericles A. Mitkas et al’s work on Software agent technology has matured enough to
produce intelligent agents, which can be used for controlling a large number of concurrent
engineering tasks. Multi-agent systems are communities of agents that exchange
information and data in the form of messages. The agents’ intelligence can range from
rudimentary sensor monitoring and data reporting, to more advanced forms of decision
making and autonomous behavior. The behavior and intelligence of each agent in the
community can be obtained by performing data mining on available application data and
the respected knowledge domain. An Agent Academy a software platform is designed for
the creation, and deployment of multiagent systems, which combines the power of
knowledge discovery algorithms with the versatility of agents. Using this platform, agents
are equipped with a data-driven inference engine, can be dynamically and continuously
trained. Three prototype multi-agent systems are developed with Agent Academy.
Agent-based systems belong to the most vibrant and important areas of research and
development to have emerged in information technology. Because of the lively extensive
spreading of directions in research no publicly accepted solid definitions of agent-based
systems and their elements - agents is provided. Hence, in context of this paper some
general definitions are used: Software agent is software that acts as an agent for another as
in a relationship of agency. When several agents act they may form a multi-agent system.
Intelligent Agent (IA) refers to a software agent that exhibits some form of artificial
intelligence. According to Wooldridge intelligent agents are defined as agents, capable of
flexible autonomous action to meet their design objectives. They must involve:
¢ Reactivity: to perceive and respond in a timely fashion to changes occurring in their
environment in order to satisfy their design objectives. The agent’s goals and/or
assumptions that form the basis for a procedure that is currently executed may be
affected by a changed environment and a different set of actions may have to be
performed.
e  Pro-activeness: ability to exhibit goal-directed behavior by taking the initiative,
responding to changes in their environment in order to satisfy their design objectives.
e Sociability: capability of interacting with other agents (software and humans) through
negotiation and/or cooperation to satisfy their design objectives.
During the mining process the mobile intelligent agents can be used as it keeps monitoring
the different workstations in the geographically distributed areas.
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7. Architectures

Agent-based distributed data mining systems employ one or more agents to analyze and
model local datasets, which generate local models. These local models generated by
individual agents can then be composed into one or more new 'global models' based on
different learning algorithms, for instance, JAM and BODHI. JAM Java Agents for Meta-
learning is a Java-based distributed data mining system that uses a meta-learning technique.
The architecture consists of local databases of several financial institutes, learning agents
and meta-learning agents. Agents operate on a local database and generate local classifiers.
These local classifiers then are imported to a data location where they can be aggregated
into a global model using meta-learning.
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DATA SITES: classificr agents

Orange port= 45450
Image_URL=hitp//www
orange

> Configuration Manager
Mango port=60522 Cherry.cr.columbia.edu
Image_URL=http//www
mango...
A

Strawberry port= 45725
Image URL=hitp//www
strawberry

........................... Datasite-3
.......... H Femmmmm———a Strawberry.cs

Datasite |
Orange.cs

Datasite2
mango.cs

Configuration file
,
’

CM=cherry.

Dataset=_Learners=1d3
META.LEARNERS=BAYES
CROSS_VALADIATION _FOLD=2
META_LEARNING_FOLD=2
META_LEARNING_LEVEL=1 Image Url=
htt//www.mango

Base classifier Orange.cart
Orange.Ripper  mango.1d3
strawberry.bayes

META CLASSIFIER
Orange.bayes

Classifier
Repository

Datasite

Database
Databas

Configuration file

Fig. 3. JAM architecture with 3 datasites

BODHI is a Java and agent based distributed data mining system. BODHI also notes the
importance of mobile agent technology. As all of agents are extensions of a basic agent
object, BODHI can easily transfer an agent from one site to another site, along with the
agent's environment, configuration, current state and learned knowledge. Figure 2.1 shows
the BODHI architecture.

PADMA Architecture

The PADMA is an agent based architecture for parallel / distributed data mining. The goal
of this effort is to develop a flexible system that will exploit data mining agents in parallel.
Its initial implementation used agents specializing in unstructured text document
classification.
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PADMA agents for dealing with numeric data are currently under development. The main
structural components of PADMA are 1. Data mining agents 2. Facilitator for coordinating
the agents and 3. User interface. Agents work in parallel and share their information
through facilitator.

8. Mathematical modeling

Distributed Data Mining (DDM) aims at extraction of useful pattern from distributed
heterogeneous databases in order, for example, to compose them within a distributed
knowledge base and use for the purposes of decision making. From practical point of view,
DDM is of great concern and ultimate urgency.

Rough set theory is a new mathematical approach to imperfect knowledge. The problem of
imperfect knowledge has been tackled for a long time by philosophers, logicians and
mathematicians. Recently it became also a crucial issue for computer scientists, particularly
in the area of artificial intelligence. There are many approaches to the problem of how to
understand and manipulate imperfect knowledge. Rough set theory was developed by
Zdzislaw Pawlak in the early 1980’s. Rough set deals with classification of discrete data
table in a supervised learning environment. Although in theory rough set deals with
discreet data, rough set is commonly used in conjunction with other technique to do
discrimination on the dataset. The main feature of rough set data analysis is non-invasive,
and the ability to handle qualitative data. This fits into most real life application nicely.
Rough set have seen light in many researches but seldom found its way into real world
application.

Knowledge discovery with rough set is a multi-phase process consisted of mainly:

e  Discretization

¢ Reducts and rules generation on training set

The advantage of using mathematical models is beyond increasing performance of the
system. It helps knowledge workers in deeper analysis of the business and underlying
product/domain. This will increase awareness in the company, knowledge transfer within
the company, and higher desire to learn better things. There are many techniques like
regression and classification, which are some of the popular mathematical models; however
predictive analytics are not limited to these methods.

Regression: Linear Regression, kNN, CART, Neural Net

Classification: Logistic Regression, Bayesian Methods, Discriminant Analysis, Neural Net,
kNN, CART.

9. Applications in parallel and distributed data mining

The technology of parallel and distributed data mining can be applied on different real time
applications. The major applications are

e  Credit card fraudulent detection

¢ Intrusion detection

¢  Business analysis - prediction etc.

¢  Financial applications

e  Astrological events

¢ Anomaly Detection
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10. Softwares for result analysis

The RapidMiner (formerly YALE) Distributed Data Mining Plugin allows performing
distributed data mining experiments in a simple and flexible way. The experiments are not
actually executed on distributed network nodes. The plugins only simulate this. Simulation
makes it easy to experiment with diverse network structures and communication patterns.
Optimal methods and parameters can be identified efficiently before putting the system into
use. The network structure can for example be optimized as part of the general parameter
optimization. While this cannot replace testing the system in an actual network, it makes the
development stage much more efficient.

The service oriented architecture (SOA) paradigm can be exploited for the implementation
of data and knowledge-based applications in distributed environments. The Web Services
Resource Framework (WSRF) has recently emerged as the standard for the implementation
of Grid services and applications. WSRF can be exploited for developing high-level services
for distributed data mining applications. Weka4WS adopts the WSRF technology for
running remote data mining algorithms and managing distributed computations. The
WekadWS user interface supports the execution of both local and remote data mining tasks.
Other options like Inhambu, Weka Parallel and Grid Weka could also be used.

11. Future research directions

Parallel and Distributed data mining with Neural networks and Fuzzy approach
New Algorithms for performing Association,Clustering and Classification.
Privacy preserving parallel and distributed data mining.

Incremental Mining Algorithms.

Mining heterogeneous dataset in a parallel and distributed environment.
Knowledge Integration in a parallel and distributed environment.

Ant Colony Optimization with parallel and distributed data mining.
Mathematical modeling for a parallel and distributed mining process.
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1. Introduction

Today, information is a vital business asset. For institutional and individual processes that
depend on information, the quality of information (IQ) is one of the key determinants of the
quality of their decisions and actions (Hand, et al., 2001; W. Kim et al., 2003; Mucksch, et al.,
1996). Data mining (DM) technology can discover hidden relationships, patterns and
interdependencies and generate rules to predict the correlations in data warehouses (Y. Su,
et al., 2009¢).

However, only a few companies have implemented these technologies because of their
inability to clearly measure the quality of data and consequently the quality risk of
information derived from the data warehouse(Fisher, et al., 2003). Without this ability it
becomes difficult for companies to estimate the cost of poor information to the organization
(D. Ballou, Madnick, & Wang, 2003). For the above reasons, the risk management of the IQ
for DM is been identified as a critical issue for companies. Therefore, we develop a
methodology to model the quality risk of information based on the quality of the source
databases and associated DM processes.

The rest of this chapter is organized as follows. After a review of the relevant in Section 2,
we introduce a formal model proposed for data warehousing and DM that attempts to
support quality risks of different levels in Section 3. In section 4, we discuss the different
quality risks that need to be considered for the output of Restriction operator, Projection and
Cubic product operators. Section 5 describes an information quality assurance exercise
undertaken for a finance company as part of a larger project in auto finance marketing. A
methodology to estimate the effects of data accuracy, completeness and consistency on the
data aggregate functions Count, Sum and Average is presented(Y. Su, et al., 2009a). The
methodology should be of specific interest to quality assurance practitioners for projects that
harvest warehouse data for decision support to the management. The assessment comprised
ten checks in three broad categories, to ensure the quality of information collected over 1103
attributes. The assessment discovered four critical gaps in the data that had to be corrected
before the data could be transitioned to the analysis phase. Section 6 applies above
methodology to evaluate two information quality characteristics - accuracy and
completeness - for the HIS database. Four quantitative measures are introduced to assess the
risk of medical information quality. The methodology is illustrated through a medical
domain: infection control. The results show the methodology was effective to detection and
aversion of risk factors(Y. Su, et al., 2009b).
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2. Literature review

2.1 1Q dimensions

Huang et al. (1999, p. 33) state that information quality has been conventionally described as
how accurate information is. In the last couple of years, however, it has become clear that
information quality encompasses multiple dimensions beyond accuracy. These dimensions
can be gathered in various ways (Huang, et al., 1999). Huang et al. (1999) distinguish
between three different approaches: the intuitive, systematic, and empirical one. The
intuitive approach is one where IQ-criteria are based on the intuitive understanding or
experience of one or several individuals. The main disadvantage of this approach is that it
does not yield representative results. The systematic approach, according to Huang et al.,
focuses on how information may become deficient during the information production
process. Few research strategies have followed this deductive-analytic or ontological
approach (where real-life states are compared to the represented data states). One reason
may be the fact that it is difficult to convey the results to information consumers. The third
approach is an empirical one. Here, the criteria are gathered by asking large sets of
information consumers about their understanding of information quality in specific contexts
(as we have done with the online focus groups described earlier). The disadvantage of this
approach, according to Huang et al. (1999, p. 34) is that the correctness or completeness of
the results cannot be proven based on fundamental principles (as in the deductive
systematic approach). There is also a risk, in Eppler’s view, that the empirical results will
not always be consistent or free of redundancies. It is also unclear, whether information
consumers are always capable of articulating the information quality attributes which are
important to them. Besides distinguishing the ways in which the criteria can be gathered,
one can also distinguish the types of criteria that exist (Eppler, 2006).

The coexistence of these different criteria to IQ in business processes may result in
conflicting views of IQ among information providers and consumers. These differences can
cause serous breakdowns in communications both among information suppliers and
between information suppliers and consumers. But even with improved communication
among them, each of the principal approaches to IQ shares a common problem: each offers
only a partial and sometimes vague view of the basic elements of IQ.

In order to fully exploit favourable conditions of these criteria and avoid unfavourable ones,
we present a definition approach of IQ that is based on characteristics of enterprise activities
precedence relationship between them (Table 1.). Enterprise activities are processing steps
within a process transforming objects and requiring resources for their execution. An
activity can be classified as a structured activity if it is computable and controllable.
Otherwise, it is categorized as a non-structured activity. Accounting, planning, inventory
control, and scheduling activities are examples of structured activities. Typical examples of
non-structured activities are human-based activities such as design, reasoning, or thinking
activities.Table 1. gives the reference dimensions of upstream activity regarding the context
in the business processes (Su & Jin, 2006).

Su and Jin summarized academic research on the multiple dimensions of IQ, and assigned
the four cases based on types of relationship of enterprise activities, as the second and third
columns of Table 1. The fifth column of Table 1. summarizes academic research on the
multiple dimensions of IQ. The first row is Ballou and Pazer's (1985) study, which takes an
empirical, market research approach of collecting data from information consumers to
determine the dimensions of importance to them. Table 1. lists the dimensions uncovered in
Zmud'’s (1978) pioneering IQ research study, which considers the dimensions of information



Modeling Information Quality Risk for Data Mining and Case Studies 57

important to users of hard-copy reports. Because of the focus on reports, information
accessibility dimensions, which are critical with on-line information, were not relevant.

Activity Upstream  Downstream Definition Reference Dimensions of IQ for
Taxonomy Activity Activity Approach Upstream Activity

Consistent representation,
Interpretability, Case of
understanding, Concise
representation, Timeliness,
Non- Non- Completeness (Ballou & Pazer,

CASE 1 Structured  Structured User-based 1985)1? Value-acgded, relevance,
appropriate, Meaningfulness, Lack
of confusion (Goodhue, 1995).
Arrangement, Readable,

Reasonable (Zmud, 1978).

Non- .. Precision, Reliability, freedom from
CASE 1T Structured Structured Intuitive bias (DeLone & McLean, 2003).
Non-
CASE I Structured User-based See also CASE 1
Structured

Data Deficiency, Design
CASE IV Structured  Structured System Deficiencies, Operation
Deficiencies (Huang et al., 1999).
Accuracy, Cost, Objectivity, Believability, Reputation, Accessibility,
Inherent IQ Correctness (Wang & Strong, 1996), Unambiguous (Wand & Wang, 1996).
Consistency (English, 1999).

Table 1. Activity-based defining to the IQ dimensions

In our analysis, we consider risks associated with two well-documented information quality
attributes: accuracy and completeness. Accuracy is defined as conformity with the real
world. Completeness is defined as availability of all relevant data to satisfy the user
requirement. Although many other information quality attributes have been introduced and
discussed in the existing literature, these two are the most widely cited. Furthermore,
accuracy and completeness can be measured in an objective manner, something that is
usually not possible for other quality attributes.

2.2 Overview of BDM and data warehousing

Business data mining (BDM), also known as "knowledge discovery in databases"(Bose &
Mahapatra, 2001), is the process of discovering interesting patterns in databases that are
useful in decision making. Business data mining is a discipline of growing interest and
importance, and an application area that can provide significant competitive advantage to
an organization by exploiting the potential of large data warehouses.

In the past decade, BDM has changed the discipline of information science, which
investigates the properties of information and the methods and techniques used in the
acquisition, analysis, organization, dissemination and use of information (Chen & Liu, 2004).
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BDM can be used to carry out many types of task. Based on the types of knowledge to be
discovered, it can be broadly divided into supervised discovery and unsupervised
discovery. The former requires the data to be pre-classified. Each item is associated with a
unique label, signifying the class in which the item belongs. In contrast, the latter does not
require pre-classification of the data and can form groups that share common characteristics.
To carry out these two main task types, four business data mining approaches are
commonly used: clustering(Shao & Krishnamurty, 2008), classification(Mohamadi, et al.,
2008), association rules(Mitra & Chaudhuri, 2006) and visualization (Compieta et. al., 2007).
As mentioned above, BDM can be used to carry out various types of tasks, using approaches
such as classification, clustering, association rules, and visualization. These tasks have been
implemented in many application domains. The main application domains that BDM can
support in the field of information science include personalized environments, electronic
commerce, and search engines. Table 2. summarizes the main contributions of BDM in each
application.

A data warehouse can be defined as a repository of historical data used to support decision
making (Sen & Sinha, 2007). BDM refers to the technology that allows the user to efficiently
retrieve information from the data warehouse (Sen, et al., 2006).

The multidimensional data model or data cube is a popular model used to conceptualize the
data in a data warehouse (Jin, et al., 2005). We emphasize that the data cube that we are
referring to here is a data model, and is not to be confused with the well-known CUBE
operator, which performs extended grouping and aggregation.

Application ~ Approaches Contributions

To adapt content presentation and navigation support

Usage minin, . ..
8 8 based on each individual’s characteristics.

Usage mining with

Personalized . To understand users’” access patterns by mining the
. collaborative .

Environments __ . data collected from log files.
filtering
Usage mining with To tailor to the users” perceived preferences by
content mining matching usage and content profiles.
Customer To divide the customers into several segments based
management on their similar purchasing behavior.

Electronic . . To explore the association structure between the sales
Retail business .

Commerce of different products.
Time series To discover patterns and predict future values by
analysis analyzing time series data.

. To identify the ranking of the pages by analyzing the
Ranking of pages . Y 59 pages by yzing
interconnections of a series of related pages.
Search Improvement of To improve the precision by examining textual
Engine precision content and user’s logs.

To recognize the intellectual structure of works by

Citation analyses . .
¥y analyzing how authors are cited together.

Table 2. Business data mining contributions
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2.3 Research contributions

The main contribution of this research is the development of a rigorous methodology to
confirm the information quality risks of data warehouses. Although little formal analysis of
this nature has been addressed in previous research, two approaches proposed earlier have
influenced our work. Michalski, G. (2008) provides a methodology to determine the level of
accounts receivable using the portfolio management theory in a firm. He presents the
consequences that can result from operating risk that is related to purchasers using payment
postponement for goods and/or services, however, he don’t provide a methodology for
deriving quality risks for the BDM (Michalski, 2008). Cowell, R. G., Verrall, R. J., & Yoon, Y.
K. (2007) construct a Bayesian network that models various risk factors and their
combination into an overall loss distribution. Using this model, they show how established
Bayesian network methodology can be applied to: (1) form posterior marginal distributions
of variables based on evidence, (2) simulate scenarios, (3) update the parameters of the
model using data, and (4) quantify in real-time how well the model predictions compare to
actual data (Cowell, et al., 2007).

3. The cube model and risks

3.1 Basic definitions

A data cube is the fundamental underlying construct of the multidimensional database and

serves as the basic unit of input and output for all operators defined on a multidimensional

database. It is defined as a 6-tuple, <C,A, f ,d,O,L> where the six components indicate the
characteristics of the cube. These characteristics are:

e Cis a set of m characteristics C={cy,c,,"--c,,} where each ¢, is a characteristic having
domain (dom) C,;

e Ais a set of t attributes A={a,,a,,--a,} where each g is an attribute name having
domain Dom A. We assume that there exists an arbitrary total order on A, <A . Thus,
the attributes in A (and any subset of A) can be listed according to <A . Moreover we
say that each a; € A is recognizable to the cube C;

e fis a one-to-one mapping, f:C—2", which maps a set of attributes to each
characteristic. a set of attributes to each characteristic. The mapping is such that
attribute  sets corresponding to  characteristics are pairwise disjoint,
ie, Vi, j,i#], f(c;)NN f(c;)=D. Also, all attributes are mapped to characteristics
(i.e, Vx,xe A,3c,ceC,x e f(c)). Hence, f partitions the set of attributes among the
characteristics. We refer to f(c) as the schema of ¢;

e dis a Boolean-valued function that partitions C into a set of dimensions D and a set of
dimensions D and a set of measures M. Thus,C=DUM whereD(\M=C . The

1 if xeD

function d is defined is follows:; Vx € C,d(x) = {0 therwi
otherwise

e O is a set of partial orders such that each o0,€Ois a partial order defined on
f(c;)and|O| =C].

e L is a set of cube cells. A cube cell is represented as an (address, content) pair. The
address in this pair is an n-tuple, (ay,a,, +-a,), where n is the number of dimensional
attributes in the cube, i.e., n= ‘Ad‘ . The content of a cube cell is defined similarly. It is a
k-tuple, < Xir X ;(n>, where k is the number of metric attributes in the cube; i.e.,
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k=|A,|, where A,, represents the set of all metric attributes; For notational
convenience, we denote the structural address component of L as L.AC and the
structural content component as L.CC. We denote the ith address value component of
cube cell 1 as 1.AC[i] and the ith content value component as I.CC[i].

We now provide an example to clarify this definition. Subsequently, this will be used as a

running example for the rest of the chapter. Consider a cube Sales which represents a

multidimensional database of sales figures of certain products. The Sales cube has the

following features (note the correspondence of the example to the definition above).

e The data are described by the characteristics time, product, location, and sales. Hence,
the cube has a characteristics set C = {product,time, address,sales} (m=4).

e The time characteristic is described by the attributes day, week, month, and year; the
product characteristic is described by the product_id, weight and name attributes; the
location characteristic is described by the store_name, store_address, state, and region
attributes. The sales characteristic is described by the store_sales and store_cost
attributes. Thus, for the Sales cube, A={ day, week, month, year, product_id, weight,

name, store_name, store_address, state, region, store_sales, store_cost} (t =13).

e Each of the characteristics, as explained in the previous item, are described by specific
attributes. In other words, for the Sales cube, the mapping f is as follows:

f (time) ={ day, week, month, year }

f(product) = { product_id, weight, name }

f(location) = { store_name, store_address, state, region }
f(sales) ={ store_sales, store_cost }

Also note that the attribute sets shown above re mutually disjoint.
- An example of a partial order in O on the Sales given by the following;:

Otime ={ <day, week),(day, month),(day, year>,<month, year> }
Oproduct =1 (product_id, name),(product_id, weight) }
Olocation = { store_name, store_address, state, region }

Osales = { }

- To present a simple example of L, we assume the following attributes and corresponding
domains for the Sales cube data:

A={ year, product_id, store_address, store_sales, store_cost }

Dom year= { 2001,2002,2003,2004 }

Dom product_id={ P1, P2, P3, P4 }

Dom store_address ={ "Valley View","Valley Ave",Coit Rd.", "Indigo Ct" }

Dom store_sales € R
Dom store_cost € R

Then an element [ € L may be expressed as follows:
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= <l.AC,l.CC> where:
I.LAC =(2001,P1,"4 Valley View"), corresponding to the structural components:

/.AC= <year, product_id, store_address>

1.CC =(30,120), corresponding to the structural components:

I.CC= <st0re _sales, store _ cost>

A possible cube using the data from above is shown below pictorially in Fig 1. Henceforth,
we will work with cubes in the development of theory in this chapter.

Cube
cell
/

<address, content>

D1=PRODUCT

a, = Product _ID

store_sales
store_cost

P1 [301201] 045 45,90 35.70
P2 30,60 | 75,60 | 30,60 | 35,39
P3 50,80 | 67,78 | 35,78 | 56, 87
2004
2003
P4 | 72,90 y,go 70,90 | 40,70 2002
2001
4 Valley Vigﬁ 234 Coit Rd.
179 Valley Ave 4365 Indigo Ct
ay = store _address a, = year
D2=TIME

D3=LOCATION

Fig. 1. Data Cube Example with Notation

Consider a cube C that contains tuples captured for a predefined real world entity type.
Each tuple in C is either accurate, inaccurate, nonmember, or an incomplete. These terms are

formally defined below:

e A tupleis accurate if all of its attribute values are accurate.

e A tupleis inaccurate if it has one or more inaccurate (or null) values for its nonidentifier
attributes, and no inaccurate values for its identifier attribute(s).

e A tuple is a nonmember if it should not have been captured into C but it is. A
nonmembership tuple might have inaccurate values either in its identifier attributes or
nonidentifier ones which is mistakenly included in the cube.

¢ A tuple belongs to the incomplete set if it should have been captured into C but it is not.

We denote the set of accurate, inaccurate, nonmember and incomplete tuples by Ca, C;, Cn,

and Cc respectively. Then, we use the notion of a conceptual cube T in order to understand

the relationship between tuples in C and the underlying entity instances in the real world.

Cube T consists of tuples as they should have been captured in C if there were no errors in

an ideal world. Tuples in T belong to three categories as follows:

e Ty, the set of instances in T that are correctly captured into C and thus remain accurate;

e Ty, the set of instances in T that are captured into C, and one or more of their
nonidentifying attribute values are inaccurate or null;
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e Tc, the set of instances in T that have not been captured into C and therefore form the
incomplete dataset for C.

3.2 Cube-level risks

Based on the above definitions, we define the following quality risks for a cube C.|L|,|L,

IL;| |Ly|,and |L¢| denote the cardinalities of the sets L, L, L;, Ly , and L, respectively.

e Accuracy of C, measured asPr,(C)=|L,|/|L|, is the probability that a tuple in L
accurately represents an entity in the real world.

e Inaccuracy of C, measured asPr;(C)=|L;|/|L|, is the probability that a tuple in L is
inaccurate.

e Nonmembership of C, measured as Pry (C) =|Ly|/|L
is a nonmember.

 Incompleteness of C, measured as Pr-(C) =|L¢|/(|L| - |Ly| +|Lc
an information resource in the real world is not captured in C.

The data cube is a data model for representing business information using multidimensional

database (MDDB) technology. The following example about a cube Sale illustrates these

risks. Table 3. hows the data stored in the feature class C, and Table 4. shows the incomplete

information for C. The attribute set {Time_ID,Customer_ID,Store_Address}

7

, is the probability that a tuple in C

) , is the probability that

Product_ID Time_ID Customer_ID Store_Address Store_Cost Store_Sales g t‘; Eﬁ,
1 2001 334-1626-003 5203 Catanzaro Way 10,031 100 A
2 2003  334-1626-001 1501 Ramsey Circle 7,342 200 A
3 2002  334-1626-004 433 St George Dr 9,254 300 I
4 2004  334-1626-005 1250 Coggins Drive 8,856 250 A
5 2000  334-1626-006 4 Valley View 8,277 120 I
6 1999  334-1626-007 5179 Valley Ave 9,975 360 A
7 2002  334-1626-012 234 Coit Rd. 8,230 640 N
8 2004  334-1626-002 4365 Indigo Ct 1,450 210 I
9 2005  334-1626-019 5006 Highland Drive 8,645 780 1
Table 3. Feature Class Cube C
. Tuple
ID Time_ID Customer_ID Store_Address Store_Cost Store_Sales Status
10 2004 334-1626-008 321 herry Ct. 11,412 365 C

Table 4. Incomplete Cube L

ID Rows Status Error Description

Inaccurate Store_Cost should be “9,031”

Inaccurate Store_Address should be “6 Valley View”
Nonmember Should not belong to cube C

Inaccurate Store_Sales should be “790”

9 Inaccurate Customer_ID should be “334-1626-009”

Table 5. Errors Cube in L

® g 01 W
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Cube Size Pr,(C) Pr(C) Pr,(C) Pr(C)
C 9 0.44 0.44 0.11 0.11
Table 6. Quality Profile for Cube C

forms the address for C. The Tuple Status column in Table 3. indicates whether a tuple is
accurate (A), inaccurate (I), or a nonmember (N). Cells in C that are set in bold type contain
inaccurate values, and the row set in bold type is a nonmember. Table 5. describes errors in
C, and Table 6. provides the quality measures.

3.3 Risk measures for attribute-level

To assess the quality metrics of derived cubes based on the quality profile for the input cube,
we need to estimate quality metrics at the attribute level for some of the relational
operations. Let Kc and Qc be the set of identifier and nonidentifier attributes of C.
Furthermore, let kc and qc be the number of identifier and nonidentifier attributes,
respectively. We make the following assumptions regarding the quality metrics for
attributes of C.

Assumption 1. Error probabilities for identifier (nonidentifier) attributes are identically
distributed. Error probabilities for all attributes are independent of each other.

Assumption 2. The probability of an error occurring in a nonidentifier attribute of a
nonmember tuple is the same as the probability of such an error in any other tuple.

Let Pr, (K¢ ) denote accuracy for the set of attributes K¢, and Pr,,(K:) denote accuracy of
each attribute in Ks. ThusPr,(Kc)=(|La|+|L;|)/|L| =Pry+Pr; . From Assumption 1, we
have Pr, (K() = PrA(k)kC , and, therefore

_ Js
Pry,(Kc) =(Pr,(C) + Pry (C)) @

Let ag, denote accuracy for the set of attributes Qc and Pry,(Qc) denote accuracy of each

‘LA‘ _ Pr, (C)

attribute in Qc. From assumption 2, we have Pr,(Q.) = = . Because
[Lal+[Li] - Prs(C)+Pr (C)
there are qc nonidentifier attributes, we have Pr,(Qc)=Pr,,(Qc)" and therefore
Pr,(C 7
P (Q0) = (O @

Pr, (C)+Pr;(C)

4. Cube-level risks for proposed operations

4.1 Selection operation

The selection operator restricts the values on one or more attributes based on specified
conditions, where a given condition is in the form of a predicate. Thus, a set of predicates is
evaluated on selected attributes, and cube cells are retrieved only if they satisfy a given
predicate. If there are no cube cells that satisfy P, the result is an empty cube. The algebra of
the selection operator is then defined as follows:

Input: A cube C; = <C, A fd, O,L> and a compound predicate P.
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Output: A cube Cy, =(C A, £d,0,L) where Ly < Land L, ={I|(l € L) A (I satisfies P)}
Mathematical Notation:

apC;=Co ®)

We define a conceptual cube (denoted by U) that is obtained by applying the predicate
condition to the conceptual cube T. U denotes instances in T that satisfy the predicate
condition for j = A, I, and C. Fig 1. shows the mapping between the subsets of the conceptual
and stored and cubes. We make two assumptions that are widely applicable.

U T C R
Ua T La Ra
U T L R
Uc Tc I~ R~

Lc Rc

Fig. 2. Mapping Relations between the Concept and Physical

Assumption 3. Each true attribute value of an entity instance is a random (not necessarily
uniformly distributed) realization from an appropriate underlying domain.
We then have

] _Ju_Ju] e "
T |7l 6| [T
Assumption 4. The occurrences of errors in C are not systematic, or, if they are systematic,
the cause of the errors is unknown.
This implies that the inaccurate attribute values stored in C are also random realizations of
the underlying domains. It follows that

ul

:@ _ ‘RLA _ ‘RLA _ ‘RLI _ ‘RLN‘ _ ‘RLC

e ©)
Tl 2l Eal Lal L] JEN] L]

First, we consider the inequality condition. To illustrate this scenario, we use the cubes C
and Lc as shown in Table 3. and Table 4. Consider a query to retrieve tuples on feature
class whose Customer_ID end with letters that evaluates to greater than “005”. R and Rc are
shown in Table 7. and 2, respectively. Ra, R;, and Ry refer to accurate, inaccurate, and
nonmember subsets of R.
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After query execution, all accurate tuples satisfying the predicate condition remain accurate
in R. Similarly, all selected inaccurate and nonmember tuples continue to be inaccurate and
nonmember in R, respectively. Tuples belonging to the incomplete dataset Lc that would
have satisfied the predicate condition now become part of Rc, the incomplete set for R.
Therefore, there is no change in the tuple status for the selected tuples. The expected value
of RLA) is |L[{[R|/|L| . Similarly, we have|R; |= [L;}R|/|L],|Ry, | = [Ly{R|/|L|, and|R, |=
‘LC R‘ ‘L‘ . Using these identities in the definitions of Pr,(R),Pr;(R),Pry(R) and Pr-(R), it is
easily seen thatPr,(R)="Pr,(C),Pr;(R)=Pr;(C) Pry(R)=Pry(C) andPr-(R)=Pr-(C). We
show the algebra for Pr.(R) here:

Product_ID Customer_ID Store_Address. Store_Cost Store_Sales Tuple Status

4 334-1626-005 1250 Coggins Drive 8,856 250 A
5 334-1626-006 4 Valley View 8,277 120 I
6 334-1626-007 5179 Valley Ave 9,975 360 A
7 334-1626-012 234 Coit Rd. 8,230 640 N
8 334-1626-002 4365 Indigo Ct 1,450 210 I
9 334-1626-019 5006 Highland Drive 8,645 780 I

Table 7. Query Result R for Selection Operation

R R|s|L-|/|L L
‘ C‘ ‘ C‘/‘ ‘ — ‘ C‘ (6)

[RI=[Ry]+[Re) IRIL= (Ll L)+ (Lcl/1L)] ~ (L] +[Ec])

Pr(R) = (

4.2 Projection operation

The risky projection operator restricts the output of a cube to include only a subset of the
original set of measures. Let S be a set of projection attributes such thatS < A,,. Then the
output of the resulting cube includes only those measures in C. The algebra of risky
projection is defined as follows:

Input: A cube C; = <C, A fd, O,L> and a set of projection attributes C.

Output: A cube Cy= <C,Ao,fo,d,O,Lo> where Ap=SUA,, f,:C—>2%, such
thatf5(c)=f(c)UAy, and L, = {lo ‘Ell eL,ln.AC=1AC,l5.CC= <l'CC[Sl]rl-CC[Sz]/'"/l-CC[SnD} ,
where {s,s,,:+,5,} =S .

Mathematical Notation:

G =Cp (7)

Fig. 3 illustrates the mapping between tuples in C and R. The notation Li-4, Li-1, and Li-n
refer to those inaccurate tuples in C that become accurate, remain inaccurate, and become
nonmembers, respectively, in R. Each tuple in L;-n contributes a corresponding tuple to the
incomplete dataset Rc; we denote this contribution by Li-c. We denote by k,and g, the
number of address and content attributes of C that are projected into R.

We estimate the sizes of the various subsets of R and of the set Rc using the attribute-level
quality metrics derived in Equality (1) and (2). These sizes depend on the cardinality of the
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identifier for the resulting cube, and whether or not these attributes were part of the

identifier of the original cube. Let kjand g denote the number of identifier and

nonidentifier attributes of R. We further define the following;:

*  k,, : Number of projected identifier attributes of C that are part of the identifier for R.

*  q,,: Number of projected nonidentifier attributes of C that become part of the
identifier for R.

C R

I_T__'_T__'_] T
LAI__IL_)__IL_)__] ___L_ RA

| l I Lioa l

I I ]
LI——%'———%-——— Ll—'l ——'—i—— RI

i i Li-~ i
WK, T R

' ' I>C '

kc qc kp qP

I I I
Lf-4-F+-1 41—+ Re

Fig. 3. Tuple Transformations for the Projection Operation

*  k,,o: Number of projected identifier attributes of C that become part of nonidentifiers
of R.

* q,,0: Number of projected nonidentifier attributes of C that are nonidentifier
attributes of R.

The following equalities follow from our definitions:

kp = kpak + kaQ’ qp = Qpak + qpaQ'

kR = kp%k + qpal( ’ and qr = kpaQ + qpaQ'

A tuple in R is accurate only if all values of the projected attributes are accurate. From
Equality (1), we know that each projected identifier attribute of C has accuracy Pr,,(K¢),
whereas each projected nonidentifier attribute of C has an accuracy of Pr,,(Qc) (2). The

probability that a tuple is accurate in R is therefore given by

Pr,(R) = [(PrA(C) + Py (C))l/kc }kmk Pr, Q)" -[(PrA(C) +Pr, (C))l/kc }ka Pr,, (Q0)" o
=(Pr,(C) +Pr (c))(k,, k) fhe Pr, (Qu) e

Tuples in R are inaccurate if all the identifying attributes in R have accurate values, and at
least one of the nonidentifying attributes of R is inaccurate. The size of the inaccurate set of
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R can therefore be viewed as the difference between the set of tuples with accurate
identifying attribute values and the set of accurate tuples. The former, which corresponds

to |R|(Pr,(R) +Pry(R)), is equal ’co‘R‘(PrA(C)4—17’1‘1(C))k”*/kS Pry,(Qc)”* . Tt then follows
that

Pry(R) = (Pry (C)+ Pry (€)' Pry, (Qc ) |

kyoq ke drso | (9)
1= (Pra(©)+Pry(0) /' Py (@) |

Using the equality Pry(R) =1-Pr,(R)-Pr;(R), the nonmembership for R is obtained as
Pry(R) =1~ (Pry(C) + Pry(©))"*/* Py, (Qc)

The incomplete dataset Rc consists of the two parts: (i) tuples resulting from Lc and (ii) the
inaccurate tuples in C that become nonmembers in R and contribute to Rc.
Because|L;_,¢|= , we determine|L;_-| as |Ry|-|Ly|.Nothing that|R|=

that

, it follows

Pr.(L)+(1 - Pry (L))
c 1—PrC(L;] + (Pry (R)4R|) = (Pry (C)+[L]) (10
 |R|[Prc (L) ~ Priy (L) + Pry (R)(1 ~ Prc(L)}/(1 ~ Pre (L))

[Re| = [Lc| +[Rn| =|Ln| =[L]

Substituting |R¢|in the definition of (6), after some algebraic simplification, this yields

Prc(R) = [Pro(C) - Pry(C) +Pry(R) (1-Pr:(C))1/(1-Pry(C)).
Because Pry (R) =1—-Pr, (R) - Pr;(R), we have

Prc(R) = [Pr(C) = Pry (C) + (1 - Pr, (R) - Pr;(R))(1-Pr-(C))1/(1 - Pry(C))

—1- 11Prc( ) (Pr, (R) - Pr,(R)) .
Hc
1-Prc
- PrrNEc)) | (Pry(€)+ P €)'/ Py (Qc) ' |

4.3 Cubic product operation

The Cubic Product operator is a binary operator that can be used to relate any two cubes.
Often it is useful to combine the information in two cubes to answer certain queries (which
we will illustrate with an example). The algebra of the Cubic Product operator is defined as
follows:

Input: A cube C; =(Cy,Ay,f;,dy,0;,Ly) and a cube C, =(Cy, A, ,f5,d5,0,,Ly)

Output: A cube Cy, =(Cy, Ay, fy,dg, 0y, Ly) , where Cy = Ac1(C1) U A, (Cy) ;
Ay =Ac1(A)U A (A;);

Ly,= {lo 13,3, € Ly, 1, € Ly, 1y.AC =1;.ACel,.AC,1;.CC =1,.CCsl, .CC} where
I;.ACsl,.AC denotes the concatenation of [;.AC and 1,.AC . In addition:

Ve e(CLUG)



68 New Fundamental Technologies in Data Mining

|
o,
Va; e(f(C)U £(Cy))

o O,  when applied to a; € f(Cy)
970, when applied to a; e f(Cy)

when applied to c. € C;ec;
pp i 1% Vcie(ClUCz)

S

when applied to c; € Cyec;

_,
[y

when applied to c; € Cysc;
when applied to c; € Cyec;

N

Mathematical Notation:
C,®C,=C, (12)

To evaluate the quality profile for the Cartesian product R of two specified cubes (say C;
and C), we first need a basis to categorize tuples in R as accurate, inaccurate, and
nonmember, and to identify tuples that belong to the incomplete dataset of R. To illustrate
this, Let Feature and Employee Table are the two realized cubes with tuples as shown in
Table 8. and Table 9.

Product_ID Time_ID Customer_ID Store_Address Store_Cost Store_Sales Status

P1 2001  334-1626-003 5203 Catanzaro Way 10,031 100 A
P2 2000  334-1626-006 4 Valley View 8,277 120 I
P3 2002  334-1626-012 234 Coit Rd. 8,230 640 N
P5 2004  334-1626-008 321 herry Ct. 11,412 365 C
P4 2004  334-1626-005 1250 Coggins Drive 8,856 250 A
Table 8. Actual Data Captured on Feature Table

Employee_ID Employee_Name Position_Title Tuple Status

El Sheri Nowmer President Inaccuracy

E2 Derrick Whelply Store Manager Accuracy

E3 Michael Spence VP Country Manager Incompleteness

E4 Kim Brunner HQ Information Systems = Nonmember

Table 9. Actual Data Captured on Employee Table

The Cartesian product for Features and Employees (denoted by R) is shown in Table 10.

The incomplete set is denoted by Rc and is shown in Table 11. Tuples in Rc are of two types:
(a) tuples that are products of a tuple from Featurec and a tuple from Employeec, and (b)
tuples that are products of an accurate or inaccurate tuple from Features (Employees) and a
tuple from Employeesc (Featuresc).

Formally, let C; and C; be two cubes on which the Cubic product operation is performed,
and let R be the result of the operation. Furthermore, let t; be a tuple in C; (or Cic), t2 be a
tuple in C; (or Cac), and t be a tuple in R (or Rc). Table 12. summarizes how tuples should be
categorized in R. Note that the concatenation of t;eCin and t2€Coc, and t1€Cic and t2eCon,
are not meaningful to our analysis because they appear neither in the true world of R nor in
the observed version of R.
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Product_ID Customer_ID Store_Address Store_Cost Employee_ID Employee_Name Status
5203 Catanzaro

P1 334-1626-003 Way 10,031 E1 Sheri Nowmer I
Pl 3341626-003 20 (‘?;;nzaro 10,031 E2 Derrick Whelply ~ A
Pl 334-1626-003 2200 (‘i?;;“zam 10,031 E4 Kim Brunner N
P2 334-1626-006 4 Valley View 8,277 E1l Sheri Nowmer I
P2 334-1626-006 4 Valley View 8,277 E2 Derrick Whelply 1
P2 334-1626-006 4 Valley View 8,277 E4 Kim Brunner N
P5 334-1626-008 321 herry Ct. 11,412 El Sheri Nowmer N
P5 334-1626-008 321 herry Ct. 11,412 E2 Derrick Whelply N
P5 334-1626-008 321 herry Ct. 11,412 E4 Kim Brunner N

Table 10. The Cartesian Product Cube R

Product_ID Customer_ID Store_Address Store_Cost Employee_ID Employee_Name

pP1 334-1626-003 5203 Catanzaro Way 10,031 E3 Michael Spence
P2 334-1626-006 4 Valley View 8,277 E3 Michael Spence
P3 334-1626-012 234 Coit Rd. 8,230 El Sheri Nowmer
P3 334-1626-012 234 Coit Rd. 8,230 E2 Derrick Whelply
P3 334-1626-012 234 Coit Rd. 8,230 E3 Michael Spence
P4 334-1626-005 1250 Coggins Drive 8,856 El Sheri Nowmer
P4 334-1626-005 1250 Coggins Drive 8,856 E2 Derrick Whelply
P4 334-1626-005 1250 Coggins Drive 8,856 E3 Michael Spence

Table 11. Feature Class Cube C

CixCy  tHeCoa 1HeCy el  theCyhe

t1eCia teRa teRy teRn teRc
t1eCqr teR; teRy teRn teRc
t1eCin teRn teRn teRn —

t1eCic teRc teRc — teRc

Table 12. Tuple for the Cubic product Operation

The cardinality of the accurate, inaccurate, and nonmember tuples in R, and the incomplete
tuples in Rc, are as shown below.
The cardinality of the accurate, inaccurate, and nonmember tuples in R, and the incomplete
tuples in Rc, are as shown below.

‘RA‘ = ‘LlA

Lyl (13)
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IRy | = |LyaloLos| +[La fLoal + Ly Lo | (14)
‘RN‘ = ‘LlAHLZN‘ + ‘LHHLZN‘ + ‘LlNHLZA‘ +‘L1NHL21‘ + ‘LlNHLZN‘ (15)
‘Rc‘ = ‘LmHch‘ + ‘LuHch‘ + ‘LICHLZA‘ + ‘LICHLZI‘ + ‘Lchch‘ (16)

Let Pr,(i),Pr;(i),Pry(i) and Pr-(i) indicate the quality risks of S i =1, 2.
Pr,(R),Pr;(R),Pry(R) and Pr.(R) indicate the quality risks of the Cubic product R.
Using|R| =R,

-‘Rz‘ and the definitions in Section Cube-Level Risks, we have

L L
[Pry (R)| = LlA'LZA =Pry (C)-Prs (Cy) 17)
1l k2

_ |LyaleLai| + |Lyg|Loa| +|Lyg|oLos |
|Ly|+|Ly | (18)
=Pry (Cy)ePr;(Cy) + Pry (Cy )oPry (Cp) + Pry (Cp )oPry (Cy)

|Pr;(R)|

|LyalLan| +|Lailo{Lan] +[Lin|o|L2a] N |Lin||La| +[Lin | Lon]|

Pry(R)| =
Pru(R) L L LG

=Pry (G )'(1 - PrN(CZ)) +Pry (G, )‘(1 =Py (G4 )) +Pry (Cq )Py (Cy) 19)
=Py (Cq) + Pry (Cy) — Pry (C1 )Py (Cy)

From equality (17), we have

[Re| 1 Pr(Cy) + Pr(C,) = Pre(C, )*Pr(C,)
ER e (S

Therefore, we have

_ RY/IR]
1-Pry,(R) +|Rc|/R]

Pr-(R)

Pr(Cy) +Pr (Cy) — P (Cy)Prc (Q)}
(1 - Prc(Cl))-(l - PrC(Cz))

{ 1- (PrN (C1) +Pry(Cy) = Pry (Cq )ePry (Cz)) (20)

= l:(l —Pry(Cy))+(1-Pry(Cy))

Pro(Cq) + Pre(Cy) — Pre (Cy)-Pre (Cz)}}l

+|:(1 — PrN(Cl))-(l - PrN (CZ)) (1 — PrC(Cl))-(l — PI’C (Cz))

=Pr1o(Cq) + Prc(Cy) — Pre (Cq)*Pre (Cy)
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From Equality (17), we can see that the accuracy of the output of the Cubic product operator
is less than the accuracy of either of the input cubes, and that the accuracy can become very
low if the participating tables are not of high quality. Nonmembership and incompleteness
also increase for the output.

5. Reducing the information quality risk for a finance company

5.1 Introduction

This case was part of a project undertaken for an auto financing company (AFC) to predict

the propensities of its customers to buy its profitable offerings. According to the framework

proposed by Su et al (Su, et al., 2008; Su et al., 2009c), the work presented in this chapter
would be classified as a ‘Pragmatics’ information quality risk assessment.

The quality risk was restricted to assessments of the data along the following three criteria.

e Accuracy risk: The extracted data had to be verified against the respective origins in the
warehouse. The data in the warehouse were not assessed for accuracy.

o Completeness risk: It is a critical data quality attribute, in particular for data
warehousing applications that draw upon multiple internal and external data sources.

e  Consistency risk: The extracted data had to be consistent with the minimal information
requirements for the project -as stipulated by the Project Regulation and as listed in the
Information Requirements Document.

Aberrations in the data discovered in the course of the assessment were documented and

submitted to the warehouse administrators. However, an evaluation of the warehouse data

was beyond the immediate scope(D. J. Kim, et al., 2008).

The main contribution of this case is the development of quantitative models to confirm the

information quality risks in decision support for this finance company.

5.2 Key components of risk

We will use the framework in knowledge intensive business services(Su & Jin, 2007) to

briefly review the key components of company risk.

1. Internal environment is the organization's philosophy for managing risk (risk appetite
and tolerance, values, etc.);

2. Objective setting identifies specific goals that may be influenced by risk events;

3. Event identification recognizes internal or external events that affect the goals;

4. Risk assessment considers the probability of an event and its impact on organizational
goals;

5. Risk response determines the organization's responses to risk events such as avoiding,
accepting, reducing, or sharing;

6. Control activities focus on operational aspects to ensure effective execution of the risk
response

7. Information and communication informs stakeholders of relevant information;

8. Monitoring continuously evaluates the risk management processes;

For compliance-driven risk programs, information requirements play a central role in

dictating the risk architecture. We provide a set of guidelines to this financial institution to

perform risk-based capital calculations. To comply with these guidelines, AFC must show

they have the data (and up to seven years of history) required to calculate risk metrics such

as probability of accuracy, loss completeness and consistency, etc.



72 New Fundamental Technologies in Data Mining

5.3 The quality risks

Upon examination of the Information requirements, and the associated extraction process,

the focal points for the extraction process were identified as the following.

e  Mappings: The data extraction required linking data from the business definitions, as
identified by the Project Regulation, to their encoding for the warehouse. Quality risk
required an examination of these mappings.

e Parallel extraction: The extraction process for certain data was identical across the
twelve product categories. Information quality could be assessed through examination
of such data for a single product category for a single month.

e  Peculiar extraction: Certain data were peculiar to specific product categories. These data
had to be examined individually for assurance of quality.

Risk assessment comprised comparison of the extracted data with the parent data in the

warehouse, and risks on the code used in the extraction.

The risks on the ‘mappings’ were performed on the items in Table 13.

It was checked that the roll-ups from the granular product

R1 | Product identifiers .
Q levels to the product categories were accurate.

It was checked that the transactions used to measure the
relationships among the finance company and its customers
were restricted to customer-initiated transactions.

Transaction

QR2 identifiers

It was checked that the usage of the time identifiers to collate

R3 | Time i ifi . . .
QR3 | Time identifiers data from the fact tables was consistent with the encoding.

It was checked that the monthly balance for a certain customer
in a certain product category was the sum of the balances for all
the customer’s accounts in that product category for the same
month.

Monthly balances
QR4 | per product
category

It was checked that the number of accounts held by a given
customer in a given product category for a given month was
calculated correctly.

Valid accounts per

QRS product category

Table 13. Mappings’ assessed for quality

QR6 Loan limits.

QR7 Days to maturity.

QRS Overdraft limits.

QR9 Promotional pricing information.
QR10 | Life/Disability insurance indicators.

Table 14. Peculiarly extracted” data assessed for quality

Once it was verified that the mappings, as identified by Table 13, and had been accurately
interpreted, the quality risks on the ‘common extraction’ items corresponded to verifying
their extraction for a single month in any given product category. The quality risks for the
‘parallel extraction” items were performed on the following,.
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The quality risks for the “peculiar extraction’ items were shown in Table 14. The quality risks
comprised the verification of the respective data as the cumulative over all the accounts held
by the customer in the particular product category.

5.4 Quality risk assessment

The data mining analysis did not directly use all the variables listed in the information
requirements. However, it is easily seen that the existence of inaccurate, null, inconsistency,
and incomplete attribute values have a direct impact on the aggregate values. For instance,
consider the following query on the Loans table shown in Table 15.

Cust_ID Prod ID Loans Date  Quantity Loan Amount Status

C1 P1 10-Mar-06 1000 100,031 A
C1 P1 22-apr-05 2000 76,342 A
Cc2 P2 06-may-06 3000 95,254 I
C3 P1 12-jun-07 C
c3 P2 10-sep-08 1200 83,277 I
Cc4 P1 14-aug-08 3600 90,975 A
C5 P2 15-apr-07 6400 82,230 M
Cé6 P1 18-jul-07 2100 19,450 I
C6 P3 23-nov-08 7800 38,645 1

Table 15. Customer Loans Table

SELECT SUM (Loans Amt) FROM Loans WHERE Prod ID = ‘P1’

The query returns 286798 for the aggregate sum value. This, however, is not the true value
because a) the inaccurate value 19,450 deviates from the actual value of 19,206; b) the
inconsistency value 6400 contributes to this aggregate while it should not; c) the existential
null value does not contribute to the sum while its true value of 3500 should; d) the values of
5200 and 7800 in the incomplete data set do not contribute to the sum while they should.
Accounting for all the errors, the true aggregate sum value for this query is 65,500 which
deviates about 23% from the query result.

It is, therefore, essential that the number of inaccurate, existential null, inconsistency, and
incomplete values for each attribute be obtained in order to adjust the query result for the
errors caused by these values. Auditing every single value in a database or data warehouse
table that typically contains very large numbers of rows and attributes is expensive and
impractical. Instead, sampling strategies can be used to estimate these errors as described
next.

5.4.1 Strategies for reducing risk

In order to estimate the number of inconsistency, we draw a random sample without
replacement from the set of identifier attributes of L and verify the number of accurate and
inaccurate values; denoted by ni.a and nyj, respectively; in the sample as shown in Fig. 3.

Let |L| denote the cardinality of L; let nx be the sample size; and let lx.a be the total number
of accurate identifiers in L that must be estimated. The maximum likelihood estimator

(MLE) of Ix.c, denoted by ik:C , is an integer that maximizes the probability distribution of the

accurate identifiers in L. This probability follows a hypergeometric distribution given by:
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ne [ Ky, k)

Nie | Vo < Ciiefl,..m}

N | 3 Vo, «[ie {1,...,m} Inconsistency

[Lk:AJ[L - lk:A]
X n—x (21)

Fig. 3. Identifier sampling

p(nk:A = x) =

Using the closed form expression we have:

Zk: W= FM(M} 2)

My

where [ -] is the ceiling for any given number. The MLE for the inaccurate identifiers in L
(i.e., inconsistencys), denoted by ., is then given by:

A A AL+ 1
lk:M :‘L‘_lk:A _L—{kﬂn)—‘ (23)
k

In non-identifier attribute sampling, as shown in Fig. 4.

K(ky, . k) qiie{l,..,n} n,
Vyi A g.a
Vo « Asie{l,..,m} oy <1 "
vy < N fgN
Vg < A
Vo, < Liell,..,m) oy 1 Incompleteness
v, <N

Fig. 4. Non-identifier sampling.

The corresponding identifier values are also retrieved since the non-identifier attribute
values find their meaning only in conjunction with their corresponding identifiers.

Let Iq.a, lq1, and Ign be the total numbers of accurate, inaccurate, and existential null values in g;
with an accurate identifier that need to be estimated. Their MLEs, denoted by iq: A iq:l ,
and .\ , are integers that maximize the probability distribution of these attribute value types
in q;. This probability function follows a multivariate hyper geometric distribution given by
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e
x Ay z (24)
b
g
A good approximation of MLEs can be obtained by assuming that Ig.a, Ig1, and N are
integral multiples of ng. Their estimates are then given by

jq:A _ Iyn'i:A(lAk:A + 1)} ; iq:[ _ Irnﬂzl(ik:A + 1)} ; iq:N _ Irnq:N(ik:A + 1)} (25)

P("q:A =X M =Y MgN = z) =

g " "
We propose using the Simple-Recapture sampling method to obtain an assessment for the
size of the incomplete data set Lc. For this purpose, we assume that |L| tuples have been
sampled from T and ., is obtained and this sampling has been done twice. The MLE
estimates for |L| and |Lc| are then given by:

2 2
\fH‘ ;Lc\:m*\L\*fk;M=iL‘ ~lia (26)
kA k:A

5.4.2 COUNT

COUNT is used to retrieve the cardinality of L or it functions on one of the identifier
attributes, the true COUNT, denoted by COUNTT, is the number of tuples with accurate
identifiers plus the cardinality of the incomplete set:

COUNT" (k;) =1\, +|Lc 27)

When COUNT operates on one of the non-identifier attributes, the true count is the sum of
accurate, inaccurate, and incomplete values:
Le

COUNT (g;) = lpp + 1y + 1oy + (28)

5.4.3 SUM

The distributions of attribute value types within their underlying domains affect the
assessment of the true SUM value. Therefore, we assume that the attribute value types could
have a uniform distribution depending on the error generating processes. We use 4., for
each value in the incomplete data set and the estimated true sum will be given by

SUM (k) = Fyea Uiea +|Lc]) (29)

When SUM operates on a non-identifier attribute, the estimate for the true SUM value can
be obtained by substituting the inaccurate, existential nulls and incomplete values with A qa
which is given by

sum’ (q;) = Zk:A(lq:A o +lpn + ‘ic‘) (30)
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5.4.4 AVERAGE
The estimated true value returned by the AVERAGE function on an identifier (non-
identifier) attribute is given by the ratio of the estimated true SUM and true COUNT:

T —
AVERAGE' (k) = M =Xin (31)
COUNT" (k) *
T —
AVERAGE"(q;) = M =Aya (32)
COUNT"(q;) ™

5.5 Quality risk initiatives

We present the nine key steps to successful deployment of an information quality program

for a risk management initiative.

1. Identify the information elements necessary to manage credit risk. Identifying all the
information elements and sources necessary to calculate company risk is no mean feat.
Risk data such as QR1, QR2... QR10, for example, can each require the identification of
several different product identifiers.

2. Define a information quality measurement framework.

The key dimensions that data quality traditionally measures include consistency (21),

completeness (24), conformity, accuracy(26), duplication(28), and integrity(30). In addition,

for risk calculations, dimensions such as continuity, timeliness, redundancy, and uniqueness
can be important.

3. Institute an audit to measure the current quality of information.

Perform an information quality audit to identify, categorize, and quantify the quality of

information based upon the decisions made in the previous step.

4. Define a target set of information quality metrics against each attribute, system,
application, and company.

Based on the audit results and the impact that each attribute, application, database, or

system will have on the ability of your organization to manage risk, the organization should

define a set of information quality targets for each attribute, system, application, or
company.

5. Set up a company wide information quality monitoring program, and use data to drive
process change.

6. Identify gaps against targets.

The quality risks on the data discovered the following critical gaps.

QR1 | QR2 | QR3 | QR4 | QR5 | QR6 | QR7 | QRS | QR9
0.6 0.4 0.8 0.5 0.8 0.6 0.4 08 |02

Table 16. Critical Gaps

The issues listed in Table 16 after verification with the finance company analysts and the
warehouse administrators.

Other quality issues were unpopulated data fields and unary data. In each case, these gaps
were communicated to the warehouse, but were considered non-critical and did not require
immediate address.
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5.6 Remarks

The main contribution of this work is the illustration of a quantitative method that
condensed the task of verifying the credit data to ten quality checks. The quality checks
listed here can be transferred to other prediction analyses with a few modifications.
However, their categorization as ‘mappings’, ‘parallel extraction” and ‘peculiar extraction” is
a general, transferable framework. This proposition is elucidated in a methodology below.
We have provided a formal definitions of attribute value types (i.e., accurate, inaccurate,
consistency, and incomplete) within the data cube model. Then, we presented sampling
strategies to determine the maximum likelihood estimates of these value types in the entire
data population residing in data warehouses. The maximum likelihoods estimates were
used in our metrics to estimate the true values of scalars returned by the aggregate
functions. This study can further be extended to estimate the IQ by the widely used Group
By clause, partial sum, and the OLAP functions.

6. Case study for medical risk management

This section describes blood stream infection; we analyzed the effects of lactobacillus
therapy and the background risk factors of bacteria detection on blood cultures. For the
purpose of our study, we used the clinical data collected from the patients, such as
laboratory results, isolated bacterium, anti-biotic agents, lactobacillus therapy, various
catheters, departments, and underlying diseases.

6.1 Mathematical model

We propose entropy of clinical data to quantify the information quality. The entropy of
clinical data is derived through modeling the clinical data as Joint Gaussian Random
Variables (JGRVs) and applying the exponential correlation models that are verified by
experimental data. We prove that a simple yet Effective Asynchronous Sampling Strategy
(EASS) is able to improve the information quality of clinical data by evenly shifting the
sampling moments of nodes from each other. At the end of this section, we derive the lower
bound on the performance of EASS to evaluate its effectiveness on improving the
information quality.

6.1.1 Entropy of clinical data

Without loss of generality, we assume clinical data from n different locations in the
monitored area are JGRVs with covariance matrix C, whose element, ci,j , is given in the
following;:

{af i=j,fori<m,j<n,
ij =

oo;Pr,; i#j fori<m,j<n,

where o; and o, are the standard deviation of the clinical data S; and S, respectively.
Normalizing the covariance matrix leads to the correlation matrix A, which consists of the
correlation coefficients of clinical data. The entry of A, aj;, is given as follows:

(33)

1 i=j,fori<m,j<n,
i Pr, ; i#j, fori<n,j<n,
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Then, according to the definition of entropy of JGRVs, the entropy of the clinical data, H, is
1 n
H= Elog(Zmz) detC -logA (34)

Where logA is a constant due to quantization. detC is the determinant of the covariance

matrix, which is:

n
detC=]] o7 detA (35)
i=1
For the sake of simplicity, we do not elaborate on the closed-form expression of the entropy.
However, we will show, in the following, how to improve the information quality through
increasing the entropy of clinical data.

6.1.2 Quality improvement

In the discussion on correlation model, we show that asynchronous sampling is able to
produce less correlated data compared with synchronous sampling. With the entropy model
based on correlation coefficients, the following discussion further explains that the
information quality of clinical data improves through asynchronous sampling. Here, we
quantify the information quality using entropy of the clinical data. Then, we need to
prove H <H , where H is the entropy with respect to asynchronous sampling and H is that
of synchronous sampling. Therefore, we have the following theorem and its proof:

H<H (36)
1 " n 2
H-= Elog(Zﬂe) of detA—-logA (37)
i=1
A= %10g(27re)“H0'i2 det A —log A (38)

i=1

As the entropy of sensory data increases after applying asynchronous sampling, we
conclude that asynchronous sampling is able to improve the information quality of sensory
data if the sensory data are temporal-spatial correlated.

6.1.3 Asynchronous sampling strategy

Through quantifying the information quality of sensory data, we show that asynchronous
sampling can improve information quality by introducing non-zero sampling shifts. Instead
of maximizing entropy through asynchronous sampling, we propose EASS that assigns
equal sampling shifts to different locations. Given a set of sensors taking samples
periodically, the sampling moments of the ith sensor is ti, ti + T, ti + 2T, ... , where T is the
sampling interval of the sensor nodes. Accordingly, we define the time shifts for sensor
nodes, _i, as follows:

i =

T _{ti+1 -t i=1,.,n-1,

Thus we have
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ki 5, =T (39)
=1

For the proposed EASS, 7; = T Jfori<nm.
n

Table 17 shows all the components of this dataset. The following decision tree shown in Fig.
5.was obtained as the relationship between the bacteria detection and the various factors,
such as diarrhea, lactobacillus therapy, antibiotics, surgery, tracheotomy, CVP/IVH
catheter, urethral catheter, drainage, other catheter. Fig. 5. shows the sub-tree of the decision
tree on lactobacillus therapy =Y (Y means its presence.)

Item Attributes

Patient’ s

Profile ID, Gender, Age

Department Department, Ward, Diagnosis

Order Background Diseases, Sampling Date, Sample, No.

Symptom Fever, Cathether(5), Traheotomy, Endotracheal intubation, Drainage(5)

EDzatl?matlon CRP, WBC, Urin data, Liver/Kidney Function, Immunology
Antibiotic agents(3), Steroid, Anti-cancer drug, Radiation Therapy,

Therapy .
Lactobacillus Therapy

Culture Colony count, Bacteria, Vitek biocode, /3 —lactamase

Susceptibility Cephems, Penicillins, Aminoglycoside, Macrolides, Carbapenums,

Chloramphenicol,Rifanpic, VCM, etc.

Table 17. Attributes in a Dataset on Infection Control

Lactobacillus therapy (Y/N) = Y:
e Diarrhea (Y/N) = Y:
------------- Catheter (Y/N) = N: Bacteria: N (63 — 60)
Catheter (Y/N) = Y:
---------------- Surgery (Y/N) = N: Bacteria: N (163 — 139)
Surgery (Y/IN) =Y:
- CVP/IVH (Y/N) = Y: Bacteria: N (13 — 13)
-+ CVP/IVH (Y/N) = N:
i Drainage (Y/N) = N: Bacteria: N (16 — 12)
g Drainage (Y/N) = Y:
------------- Urethral catheter (Y/N) = N: Bacteria: N (4 — 3)
------------- Urethral catheter (Y/N) = Y: Bacteria: Y (3 — 3)
------ + Diarrhea (Y/N) = N:
i Catheter (Y/N) = Y: Bacteria: N (73 — 61)
— Catheter (Y/N) = N:
---------------- Antibiotics (Y/N) = N: Bacteria: N (8 — 8)
---------------- Antibiotics (Y/N) = N: Bacteria: N (18 — 13)
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Fig. 5. Sub-tree on lactobacillus therapy(Y/N) =Y

6.2 Discussion and conclusion

Our methods can be used in hospital information system (HIS) analysis environments to

determine how source data of different quality could impact medical databases derived

using selection, projection, and Cartesian product operations. There was a lack of insight in

which element of medical information quality (MIQ) was most relevant and a lack of insight

into how implications of MIQ could be quantified. Our method would be useful in

identifying which data sets will have acceptable quality, and which one will not. Based on

this chapter four conclusions can be drawn:

e The formulation of the conceptual and mathematical model is general and therefore
widely applicable.

e The model provides risk detection discovers patterns or information unexpected to
domain experts

¢  The model can be used to a new cycle of risk mining process

o Three important process: risk detection, risk clarification and risk utilization are
proposed.

The case study illustrated that the model could be parameterized with data collected from

contractors through a database. Once parameterized with acceptable preciseness,

applications valuable for society may be expected.

7. Conclusions

Our analysis can be used in business data mining environments to determine how source
data of different quality could impact those DM derived using Restriction, Projection, and
Cubic product operations. Because business data mining could support multiple such
applications, our analysis would be useful in identifying which data sets will have
acceptable quality, and which ones will not. Finally, our results can be implemented on top
of data warehouses engine that can assist end users to obtain quality risks of the information
they receive. The quality information will allow users to account for the reliability of the
information received thereby leading to decisions with better outcomes.
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1. Introduction

Traditionally Business Intelligence (BI) is defined as “a set of mathematical models and
analysis methodologies that exploit the available data to generate information and
knowledge useful for complex decision making processes” (Vercellis, 2009). The real-time
aspect of BI seems to be missing from the classical studies. BI systems technically combine
data collection, data storage, and knowledge management with analytical tools to present
complex and competitive information to business strategic planner and decision makers
(Negash, 2003). This type of BI systems or architectures has served for business usage for
past decades (Rao, 2000).

Nowadays businesses evolved to be more competitive and dynamic than the past, which
demand for real-time BI and capability of making very quick decisions. With this new
business market demand, recently published works (Yang & Fong, 2010; Sandu, 2008)
advocated that BI should be specified in four dimensions: strategic, tactical, operational and
real-time. Most of the existing decision-support systems however are strategic and tactical;
BI is produced by data mining either in forms of regular reports or some actionable
information in digital format within a certain frame time. Although the access to the BI
database (sometimes called Knowledge base) and the decision generated from data-mining
rules are instant; the underlying historical data used for analysis may not be most up-to-the-
latest-minute or seconds.

Compared with the operational B, real-time BI (rt-BI) shall analyze the data as soon it enters
the organization. The latency (data latency, analysis latency, decision latency) shall be zero
ideally. In order to establish such real-time BI systems, relevant technologies to guarantee
low/zero latency are necessary. For example, operational / real-time BI data warehouse
techniques are able to provide fresh data access and update. Thus operational BI can be
viewed as rt-Bl as long as it can provide analytics within a very short time for decision
making. The main approach is: system response time shall stay under a threshold that is less
than the action taking time; and the rate of data processing shall be faster than the rate of
data producing. However, there are many real-time data mining algorithms in theoretical
fields, but their applicability and suitability towards various real-time applications are still
vague; so far no one has conducted an in-depth study for rt-BI with consideration of stream-
mining. We take this as the research motivation and hence the contribution of this chapter.
The chapter is structured in the following way: Section 2 is an overview of rt-Bl system; the
high-level framework, system architecture and process are described. Section 3 is a
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discussion of how rt-BI could be applied in several typical application scenarios. Section 4
details a set of experiments by simulating the different impacts of traditional data-mining
and stream-mining in rt-BI architecture. A conclusion is drawn in the last section

2. rt-Bl architecture

2.1 Overview of the rt-Bl framework

rt-BI system relates to many technologies and tools evolved from strategic BI and tactical BI.
Following previous research, a four-layer framework is proposed for rt-BI system in Figure
1. The main improvement is a real-time processing of whole knowledge discovery process.

Presentation Layer
Visualization , Digital Report, Alarm, etc

*

Real-time Analytics Layer
Real-time Data mining, Stream Mining, etc

? Feedback

Real-time Data Process Layer
Real-time Data Warehouse, Stream SQL, etc.

*

Business Operational Layer "
Business processes, CRM, ERP, etc.

Fig. 1. Four-layer Framework
A. Business operational layer

This layer composes of two primary functions: business activity monitoring (BAM) and real-
time process tuning (McCoy, 2002). Azvine (Azvine et al., 2006) presents the shortcoming of
current BAM and process tuning technology for rt-Bl: 1) current BAM can’t make intelligent
conclusion about the overall business process behavior; 2) and real business processes
changes are carried throughout initiatives manually, that is expensive and time consuming.
On the other hand, the level of automation is divided into two stages: semi- and fully-
automatic. Our proposed framework tackles these problems with a fully-automated process.
The system is built right on the top of business operations. It shall facilitate automated
mapping of existing business operations within an organization, capture the knowledge to
automate process tuning, optimization and re-engineering, and monitor people and systems
for process conformance.

B. Real-time data process layer

This layer is responsible for providing qualified data to its upper layer - analytics layer.
Data come from various resources in different formats. If the data contain too much noise, it
will impair the business intelligence discovery. In this layer, the system is required to obtain
the quality data within a time constraint. For this reason, preparation process should not
take too long. Modern digital source is a kind of large volume and rapidly changing data.
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Data stream technology (Botan, 2009) provides a good solution to build real-time data
warehouse, with which increased refresh cycles to frequently update the data. This kind of
data warehouse systems can achieve nearly real-time data updating, where the data latency
typically is in the range from seconds to minutes.

C. Real-time analytic layer

Traditionally, data analyzing follows “analyst-in-the-middle” approach where human
expert analysts are required to drive or configure the information with BI software and
tools. But such manual task will incur analysis latency. To this end, the analysis tools should
provide a high degree of automation, which is relating to artificial intelligence technology.
Data miners serve as the kernel to build models or extract patterns from large amounts of
information (Hand & Mannila, 2001; Hand, 1999, Hoffmann et al., 2001). Analytics layer
uses fast data mining method to interpret data to information. So far there are many real-
time data mining algorithms and methodologies. The four popular types are: clustering,
classification, frequency counting, and time series analysis. Stream processing engines are
also used based on sliding windows technology (Dong, 2003).

D. Presentation layer

This layer presents the BI to end-user in a highly interactive way in order to shorten action
latency. The presentations vary in formats and designs. For examples, sophisticated time-
series charts show a trend, and a KPI dashboard alarms off anomalies etc. Many companies
provide these techniques as third party solutions, iNetSoft, SPSS, IBM, etc.

2.2 System architecture

Traditionally, the classic method to build model with data mining algorithm is training-then-
testing approach. But the weakness is they may not suit large volume and high speed data.

A Mining Model Definition Language (MMDL) is used for stream mining system (Thakkar,
2008), but it has not illustrated how to design a stream mining system in a technical sense. A
research (Stonebraker, 2005) proposed three real-time data stream processing architectures
which can potentially be applied to solve high-volume low latency streaming problems but
its both Rule Engine and Stream Process Engine architectures only rely on stream data
querying (SQL). Mining data streams has been studied by many researchers. Gaber (Gaber,
2005) summarized the most cited data stream mining techniques with respect to different
mining tasks, approaches and implementations. They proposed an adaptive resource-aware
approach called Algorithm Output Granularity (AOG) (Gaber, 2004; Gaber, 2008).

The rt-BI system architecture described in this section is derived from the previous research
in data mining and business intelligence. Different from the previous ones, the proposed
architecture concentrates on constructing a system which is able to extract potential BI and
return result to end-user in real-time.

Figure 2 shows a static view of rt-BI system architecture. Firstly, the rt-BI system collects a
large amount of historical data from existing information system. Secondly, the system
collects and monitors the new input data in real-time data process layer. If necessary it will
transform the data into adequate forms. Thirdly, the system determines whether it relates to
an established model in the real-time analytics layer. If so, the system matches it with the
rules and returns BI result. Otherwise, the system runs on data-mining process in order to
find new rules and BI. A newly found model is updated to the rule-based database. Fourthly,
the discovered information is summarized as rt-BI result and presented in appropriate
formats. During this process, any mis-prediction or incorrect-pattern will be updated to
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Fig. 2. rt-BI System Architecture

database in the case of next data mining happens. This process should be within a certain
time threshold that the BI output is useful for decision making (to ensure no analytics
latency). By this architecture, the system collects data and generates some prediction models
in real-time. The data used to discover Bl is not only dependent on historical but also the
new incoming data.
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2.3 rt-Bl analyzing process

The analyzing kernel of an rt-Bl system is the mining process. In this section, we show a
dynamic diagram in Figure 3 to show how to implement the data mining process in RT-BI
system.

SystemControler RuleEngine MiningAlgorithm Bl Adapter Bl Integration

StreamingDati :

| Start Timer & Send to

| Analytics Layer > |

| | |
| | |
| I I
| | |
| | | | |
| | | |
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| && a< Timeout] | && a< Timeout) | |
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Fig. 3. r'T-BI Generating Workflow

The process contains two segments: rule-based matching, and new BI mining. When new
data comes, a timer is started to control the rt-BI running time so as to restrict analytics
latency within an acceptable level. A timeout threshold is determined by the time required
to make a decision, which restricts the rule-based matching time as well as the Bl mining
time. If new arrival data are correlating to the already established rules, the rule-based
matching process activates and returns the BI within the time threshold. Otherwise, the new
BI mining process will trigger. The determination should be within the time threshold. If it
timeouts, the rt-BI system is deemed failed to discover new BI and returns the most recently
updated information instead.

3. Applications of RT-Bl system

The proposed system architecture can be applied in different applications. We illustrate four
typical application domains. A more comprehensive comparison is presented in Table 1.
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A. Anomaly detection and automated alerts

Anomaly Detection refers to detecting patterns in a given data set that do not conform to an
established normal behavior (Hodge, 2004). The detected patterns are called anomalies,
which are also referred to as outliers, surprise, aberrant, deviation, peculiarity, etc. and often
translated to critical and actionable information in several application domains. Many
anomaly detection techniques have been specifically developed for certain application
domains, while others are more generic. Its application domains mainly include: insurance
fraud detection (Phua et al, 2004), network attack detection (Zhengbing et al., 2008), and
credit card fraud detection (Quah & Sriganesh, 2008; Whitrow et al., 2009), etc. A survey
(Chandola et al., 2009) tries to provide a structured and comprehensive overview of the
research on anomaly detection, but it doesn’t give a generic design for such kind of rt-BI
system. This type of applications is not only required to find the anomaly pattern from a
large amount of data in real-time, but to present the result to end-user reliably and take
action efficiently.

B. Prediction and suggestions recommender

Customer Relationship Management (CRM) systems apply data mining to analyze and
predict the potential customer values. Although the analysis of available information for
those customers who in the past have purchased product or services based on the historical
data, and the comparisons with the characteristics of those who have not taken up the offer
of the enterprise, it is possible to identify the segments with the highest potential.
Commercial recommender systems use various data mining techniques to provide
appropriate recommendations to users during real-time online sessions. E-business
transactions usually take place over online networks. For analyzing e-Portal information, rT-
BI system is recommends suitable suggestions to customers. A context-similarity based
hotlinks assignment (Antoniou et al., 2009) analyzes the similarity of context between pages
in order to suggest the placement of suitable hotlinks. Another real-time recommendation
system based on experts” experiences is proposed in (Sun et al., 2008). It simplifies content-
based filtering through computing similarity of the keywords and recommends common
users the Web pages based on experts’ search histories but not the whole Web pages.

Online recommender systems often use the suggested purchase items, or the items in which
costumer may be also interested, as the presentation of rT-BI. These techniques widely used
in call centers to make investigation service in terms of the telephone call data stream.

C. Forecast and markets analysis

Pricing network resources is a crucial component for proper resource management and the
provision of quality of service guarantees in different markets. A model used data mining to
forecast the stock market with time series (Dietmar et al., 2009). A competitive market
intelligence system (Weiss & Verma, 2002) proposes to detect critical differences in the text
written about a company versus the text for its competitor. However, the intelligence system
is compelled to depend on empirical performance, which has to require human interaction
to analyze the discovered patterns. As aforementioned, the latency is the primary constraint
of operational Bl and real-time BI. A business cannot respond to events as they happen if it
cannot find out about these events for hours, days, or weeks. It also cannot immediately
respond to events if the system that supplies the analyses of these events is down. If the
problems of data latency and data availability are solved, then businesses react proactively
to new information and knowledge rather than reactively.
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Real-time business intelligence dashboards are used to bridge the gap between operational
business intelligence and real-time business intelligence. It shall display not only historical
information but also show the current status to support decision making,.

D. Optimization and supply chain management

Supply Chain Management (SCM) is one of the hottest topics in e-Commerce. Online
business transaction builds a dynamic pricing model that is integrated into a real-time
supply chain management agent (Ku et al., 2008). Besides the pricing strategy, real-time
supply chain management in a rapidly changing environment requires reactive and
dynamic collaboration among participating entities. Radio Frequency Identification (RFID)
is widely used in high-tech arena. It is described as a major enabling technology for
automated contactless wireless data collection, and as an enabler for the real-time enterprise.
Goods are supervised while they are embedded with RFID tags. The tags can send out
electronic signal through its inside antenna. After capturing the data stream by sensors,
RFID system is aware of the information of the goods, such as location and status. The real-
time supervising and gaining visibility can achieve quick responsiveness and high efficiency
in business flows, if RFID technology can be applied efficiently (Gonzalez et al., 2006).

The proposed architecture may address the challenge of processing high-volume, real-time
data with requiring the use of custom code. rt-BI systems provide pattern discovery, trend
detection, and visualization, controlling and improving the flow of materials and
information, originating from the suppliers and reaching the end customers.

4. Experiments

4.1 Simulation setup

In our experiment, a simulation is programmed to verify the proposed framework.
Simulated “real-time” environment runs through Massive Online Analysis (MOA), a
framework for data stream mining. (Source: University of Waikato, www.cs.waikota.ac.nz).
MOA consists of a library of open source JAVA API extending from WEKA data mining.
The experiment platform is a PC with 2.99 GHz CPU and 1 GB RAM. The main procedure
flow is shown in Figure 4.

Experiments are performed on both synthetic data and real data. Synthetic data are
generated by Random Tree Generator provided by MOA. Real data are collected from
PKDD’99 conference. (Source: http://lisp.vse.cz/pkdd99/Challenge/chall.htm). We chose
them because they came from real-world financial and banking applications. This procedure
is simulating Business Operational Layer process.

The collected data are in different formats. Thus, a data filter simulates Real-time Data Process
Layer, emerging different tables, eliminating noisy data, and converting different types of files
to MOA readable ARFF format. The sensor is accountable in implementing the following
tasks: partition datasets from data source with a pre-configured size; and transfer partitioned
data to a mining engine in an interval time, simulating a continuous stream flow.

Real-time Analytics Layer uses Hoeffding Tree (Hoeffding, 1963) as the core fast mining
algorithms. As a pre-configured threshold of maximum memory size (window size),
remaining available time (time out threshold), a decision tree is generated for each window
in real-time. With the time passing by, the tree structure changes simultaneously. After a
decision tree is built, a set of test stream data are used to test the accuracy. With the tree
structure changing, a simple chart is reported in Presentation Layer.
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4.2 Results and discussions

Discussion of how rt-BI could be applied in several typical application scenarios.

In the simulation, Hoeffding Tree algorithm is the main algorithm of very fast decision tree
classification for real-time data mining. It is used with VFML10 (Bernhard et al., 2008)
numeric estimator. The accuracy percentage is calculated by the Basic Classification
Performance Evaluator provided in MOA, which refers to following formula:

Accuracy CorrectObe rvationNum ber «100%

TotalOberv ationNumbe r
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A. Accuracy and window size

We extracted data segments of various sizes of windows from the same resource,
respectively 1K, 5K, 10K, 100K, 250K, 500K, 750K and 1000K bytes. A streaming
environment is simulated that data comes into rt-BI system continuously

‘- Real Data —— Synthetic Data —— Log. (Real Data) Log. (Synthetic Data) ‘
o
Agguracy (%)
80 1
75 A e
—
70 —
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Fig. 5. Average Predication Accuracy Comparison

Generally, the synthetic data have a better performance than the real data result due to the
controlled sparsity, but both the trends are correspondingly rising up. The accuracy
increases with the window size growing (Figure 5). This experiment shows that: the larger
the window size is, the higher accuracy. Thus, when it comes to designing a rt-BI system we
have to consider what the optimal window size it should take. However, a large window
size also yields certain delay.

B. Window size and complexity

Data mining algorithm has different efficiency in terms of its complexity. There are some
factors influencing the complexity. For instance in our experiment, Hoeffding Tree’s
complexity is effected by the serialized size. The bigger this size is, the higher the
complexity. This size also influences the need of computing resource. In our simulation,
when the size of window gets large, the Java virtual machine was allocated a generous
amount of memory. It strongly indicates that the serialized size was the cause. We tested
different windows with increasing size from 1 Kb to 1M bytes, and observed this trend.
Figure 6 shows that: (1) a significant growth of serialized size appears from 1Kb to 500 Kb; (2)
and a relatively slowly growing appears from 500 K to 1 M bytes. In other words, the relatively
high complexity is found in the bigger data size region; the complexity becomes steady when a
threshold arrives, so the increasing trend slows down. When we design a system, we shall
consider this threshold and required response time together. If the required response time
(timeout) is less than this threshold, we will achieve zero analysis latency as a result.
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C. Traditional and real-time learning methods

The biggest difference between traditional Bl and rt-Bl discovery is the data analyzing
method. Due to the differences of the learning methods, rt-BI uses windowing technique,
instead of training and testing the whole structured dataset as in traditional BIL. The
experimental data is the same as that in the previous experiments. From Figures 7 and 8, a
classic classification method - Naive Bayesian - is used in the traditional learning method.
The ratio of training data size and testing data size is 1:1, 1:2, 2:1 respectively. rt-BI method
based on Hoeffding Tree applies windowing technique. We can observe a significant trend
that: traditional BI has a much better accuracy than rt-BI when the data size is relatively
small; however, this advantage is not observed any more while the data size (window size)
increases to a certain extent.
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Fig. 7. Predication Accuracy Comparison between Bayesian and HTA
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Figure 9 gives a comparison between a classic traditional decision tree J48 C4.5 and
Hoeddfing Tree in our experiment. Synthetic data are used as input. We can see that both of
them display an increasing accuracy while the data size is growing, C4.5 has a better
performance than Hoeddfing tree but the former tree takes much more time than the latter
one. For this reason, it may be unsuitable for rt-Bl. Thus, we may make a short conclusion
that: compared with traditional BI method (that is comprised of complete data training and
testing), rt-BI equipped with stream data mining method obtains a better performance, and

therefore it does suit environments characterized by huge and streaming data

BRT-DM (HoeffdingTree) M Tr-DM(J48 C4.5DT) |

Accuracy

Window Size (bytes(Instance Number))

Fig. 9. Average Predication Accuracy Comparison by Window Sizes



94 New Fundamental Technologies in Data Mining

5. Conclusion

Real-time business intelligence is a new concept in knowledge discovery. rt-BI requires
exploring BI from a large volume and rapidly arriving data in business operations. rt-BI
system aims to achieve very short time required in data process and analysis process for
decision making. We proposed a generic framework architecture for rt-Bl, followed by a
discussion of rt-BI applications.

In addition, a simulation experiment is developed to validate the stream-mining
performance. The results show that: 1) the window size is a key to determine the algorithm’s
accuracy in rt-Bl system design; 2) the proposed framework is able to achieve nearly zero
analysis latency within a threshold timeout. This shows using stream mining in rt-BI is
desirable; 3) compared with traditional BI method, the rt-BI method has a better
performance for a large volume of high speed streaming data.
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1. Introduction

In the current arena where companies face extreme competiveness and continuous changes,
a rapid and flexible capability to respond to market dynamism is a key factor for the success
or failure of any organization. In this context, the development of efficient strategic and
operational decision-making support systems is essential for guaranteeing business success
and survival. Nowadays, data mining systems are an effective technology for supporting
organizational decision-making processes.

From the viewpoint of data mining development, the year 2000 marked the most important
milestone: CRISP-DM (CRoss-Industry Standard Process for Data Mining) was published
(Chatam, et al., 2002), (Piatetsky-Shaphiro, 2000). CRISP-DM is the most used model for
developing data mining projects (Kdnuggets, 2007). Data mining had been successfully
applied to many real problems. As a result, data mining has been popularized as the
business intelligence tool with the greatest growth projection. In recent years, data mining
technology has moved out of the research labs and into companies on the ‘Fortune 500" list
(Kantardzic & Zurada, 2005).

Even so, the scientific literature is dotted with many examples of failed projects, project
planning delays, unfinished projects, or budget overruns (Eisenfeld et al., 2003), (Meta
Group Research, 2003), (Maciaszek, 2005). There are two main reasons for this. On the one
hand, there are no standard development processes to implement an engineering approach
in data mining project development (Marban, 2008). On the other hand, requirements are
not properly specified. One of the critical success factors of data mining projects is the need
for a clear definition of the business problem to be solved, where data mining is considered
to be best technological solution (Hemiz, 1999). This indicates the need for a proper
definition of project requirements that takes into account organizational needs based on a
business model.

Historically, research in data mining has focused on the development of algorithms and
tools, without any detailed consideration of the search for methodological approaches that
ensure the success of a data mining project.

In this paper, we propose a methodological approach to guide the development of a
business model of the decision-making process within an organization. The business
decision-making model (represented in i* notation) is translated into use cases based on
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heuristics. In this way, the functional requirements of a data mining project can be
associated with organizational requirements and the organization’s strategic objectives.

This chapter is structured as follows. Section 2 summarizes the key dimensions to be
considered in a requirements specification process and previous work related to
requirements engineering. Section 3 presents a review of and concludes with a comparison
of notations used in business modeling. Section 4 presents a business modeling process that
takes into account the understanding of the business domain and the generation of a
business decision-making model. Section 5 describes the process for creating the
requirements model from the business decision-making model. In Section 6, the proposed
methodology is applied to a case study. Finally, in Section 7 we summarize the conclusions
of the presented research.

2. Requirements engineering and business modeling

Requirements engineering is a process covering all the activities involved in discovering,
documenting and maintaining all the system requirements (Kotonya & Sommerville, 1998)
(Sommerville, 2002), (Medina, 2004). Not only must a good requirements discovery process
elicit what the customer wants, but it must also consider the analysis and understanding of
the application and business domain in which the system will be used. The main
dimensions that a requirements specification process should cover (Kotonya & Sommerville,
1998) are:
e Understanding of the application domain: This determines the minimum knowledge
required about the domain in which the system is to be implemented.
e Problem understanding: This involves understanding the details of the business
problem that the system is to solve.
¢ Business understanding: This means understanding how project development affects
business components and what contribution it makes to achieving organizational goals.
e  Understanding of stakeholder needs: This accounts for stakeholder needs, particularly
regarding the work processes that the system is to support.
Taking into account the obvious need to apply requirements engineering in product
development life cycles, many requirements engineering process models have been
proposed in different areas of engineering. In software engineering, research has focused on
requirements elicitation and monitoring for the design and implementation of software
systems ((Cysneiros & Sampaio, 2004), (Gacitda, 2001), (Gorschek & Claes, 2006)), since
there is a broad consensus on the essentiality of the requirements elicitation phase in
software development. There are several proposals ((Kotonya & Sommerville, 1998) (Davyt,
2001) (Sommerville, 2002)) that vary as to form and the emphasis they place on specific
activities.
Rilston (Rilston et al. 2003) proposed the DWARF model (Data WArehouse Requirements
deFinition) for OLAP and data warehouse development projects. DWARF supports
management planning, specification, validation and requirements management. Bruckner et
al. (Bruckner et al., 2001) define and discuss three abstraction levels for data warehouse
requirements (business, user and system requirements), and show the requirements
definition of a data warehouse system. Dale (Dale, 2004) presents a case study where the
requirements definition process for developing a data warehouse is based on a modified Six
Sigma Quality methodology.
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In the e-commerce area, the E3-Value methodology (Gordijn et al., 2000) (Gordijn, 2003) has
been proposed. It helps to systematically discover, analyze and evaluate e-business ideas.
Requirements engineering is also used in the automotive industry. Weber and Weisbrod
claim that the costs, sophistication and complexity involved in electrical and electronic
automotive system development (telematics, interior and passenger comfort, driving
assistance and safety-critical systems) are growing (Weber & Weisbrod, 2003).

Lately, the telecommunications field has expanded significantly. These advances have led to
complex communications systems with different technologies. Therefore, the development
of new high-quality services is a challenge for telecom operators. Gerhard presents the
RATS (Requirements Assistant for Telecommunications Services) methodology (Gerhard,
1997).

There are many other areas where requirements engineering methodologies, techniques or
activities are proposed and applied: control systems for nuclear power plants, avionics
systems, lighting control, real-time embedded systems, complex systems (SCR method,
Software Cost Reduction), intrusion detection systems, (Heitmeyer & Bharadwaj, 2000)
(Heninger at al., 1978) (Heninger, 1980) (Slagell, 2002). There is also abundant research on
security requirements engineering (Knorr, K. & Rohrig, 2005) (Leiwo et al., 2004). Firesmith
defines different types of security requirements and gives some examples and guidelines
associated with engineer training for specifying security requirements without unduly
limiting security versus architecture (Firesmith, 2003).

In the case of data mining projects, there is not much research about applying requirements
engineering techniques to requirements discovery and specification, as such projects are
exploratory and return different types of results.

There is widespread agreement about the importance of business understanding in the
requirements elicitation process (Kotonya & Sommerville, 1998). There are many references
in the scientific literature to business process modeling for different purposes, such as a
better organizational understanding, analysis and innovation, management or re-
engineering (Martyn, 1995), (Koubarakis & Plexousakis, 1999), (Vérosle et al., 2003), (Gordijn
& Akkermans 2007). However, there is little research on integrating the organizational
model with definite requirements engineering activities (Mylopoulos et al., 2002),
(Santander & Castro, 2002). Additionally, data mining projects are mainly developed to turn
up knowledge or information to support decision-making at the strategic levels of an
organization. This is an important issue because high-level decision-making processes are
not structured, and hence are very difficult to model.

In this sense, business model development is essential for the requirements discovery and
specification process in data mining projects, as the business model takes into account the
main dimensions described above and relates project development to organizational
strategic goals and objectives. To sum up, a better understanding of the business philosophy
will help managers to make better decisions (Hayes & Finnegan, 2005).

3. Business modeling notations

There are different system specification techniques or methodology notations, where the
term “specification” is construed as the process of describing a system and its properties. A
system specification can be described by a written document, a formal mathematic model,
or a graphical representation. Each technique has advantages and disadvantages. Text
descriptions are simpler and more flexible, but they are usually ambiguous, unclear or
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include many hard-to-process documents. Formal languages do not have these drawbacks,

but they are complex, less flexible than written text; also their use requires additional effort

(training) (Sommerville, 2002). On the other hand, group of stakeholders can easily and

quickly understand the system described by graphical models, as they represent visual

scenarios (Berenbach, 2004) (Sommerville, 2005). On the downside, the model becomes more
and more complex as the amount of information it has to represent grows. In complex
systems, a combination of natural language and graphical models can be a good choice.

Some standard graphical notations used for business modeling are UML, BPMN (Russell et

al., 2006), (Wilcox & Gurau, 2003), (Agulilar-Saven, 2004), (Berenbach, 2004), (Vérosle et al.,

2003), (Wohed et al., 2006), (White, 2004), and i* (Yu, 1995), (Yu, 1996), (Yu & Mylopoulos,

1997), (Alencar et al., 2000), (Castro, et al., 2001), (Santander & Castro, 2002). i* is described

below. Taking into account the advantages of graphical system specification notations over

other text (natural language) or formal notations (mathematical language), we opted to use a

graphical notation in the research described in this chapter. After analyzing the described

notations (UML, BPMN, framework i*), we selected the i* framework. The main reasons for
this decision are:

1. The i* framework is more than just a modeling language (like UML and BPMN); it is
also a modeling technique, as it defines a process for developing an organizational
model.

2. The model is easy and intuitive to understand, as it is possible to build a multilevel
view of the process to be modeled.

3. Not only are organizational requirements linked to the system functionalities under
development, but data mining projects, real-time systems, or process control systems
are also strongly related to global requirements such as reliability, security, etc.
Requirements play a key role in these kinds of systems. UML or BPMN do not explicitly
take into account these types of requirements. In contrast, the i* framework provides
primitives related to non-functional requirements.

4. The i* framework explicitly states organizational goals, tasks and resources, and the
network of SD relationships among various actors needed to achieve strategic goals and
understand the reasons behind the decision-making processes.

5. The i* framework brings the requirements specification gradually closer to
organizational requirements in a straightforward manner.

3.1 I* framework

The i* framework technique was proposed by Eric Yu (Yu, 1995) and has the following

features:

e It helps organizations to represent the actors involved in the process.

o It helps to represent dependencies explicitly among different organizational actors.

e It helps to build a simplified view of the business to be represented, showing the actors,
dependencies, resources and operations to achieve the defined business goals.

e It employs graphics with a small number of primitives.

The i* framework consists of two models: the strategic dependency model (SD) and the

strategic rationale model (SR). Both models are complementary and they are composed of a

set of primitive actors, related by a dependency.

An SD model describes a network of dependency relationships among various actors in an

organizational context. The actor is usually identified within the context of the model. This
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model shows who an actor is and who depends on the work of an actor. An SD model
consists of a set of nodes and links connecting the actors. Nodes represent actors and each
link represents a dependency between two actors. Nodes represent actors and each link
represents a dependency between two actors. In the context of the i* framework, actors refer
to generic entities that have intentionality. To reflect different degrees of concreteness of
agency, the concepts of roles, positions and agents are defined as specializations of actors.

An SR model (Yu, 1996) is useful for modeling the motivations of each actor and their

dependencies, and provides information about how actors achieve their goals and soft goals.

This model only includes elements considered important enough as to have an impact on

the results of a goal. The SR model (Yu, 1996) shows the dependencies of the actors by

including the SD model. According to these dependencies, the SR model specifies
achievement goals, soft goals, tasks and resources. Compared with the SD model, SR models
provide a more detailed level of modeling. Intentional elements (achievement goals, soft
goals, tasks, resources) appear in the SR model not only as external dependencies, but also
as internal elements linked by means-ends relationships and task-decompositions. The means-

end links provide understanding about why an actor would engage in some tasks, pursue a

goal, need a resource, or want a soft goal; the fask-decomposition links provide a hierarchical

description of intentional elements that make up a routine.

There are three different types of actors (Alencar et al., 2000):

1. The depending actor is called depender

2. The actor who is depended upon is called the dependee.

3. The depender depends on the dependee for something to be achieved: the dependum.

There are four types of dependency (Alencar et al., 2000), classed according to the type of

freedom allowed in the relationship:

1. Resource Dependency: In a resource dependency, an actor depends on another for the
availability of some entity. Resources can be physical or informational.

2. Task Dependency: In a task dependency, an actor depends on another to carry out an
activity. The task specification prescribes how the task is to be performed.

3. Goal Dependency: In a goal dependency, an actor depends on another actor to bring
about a certain state or condition in the world. The dependee is given the freedom to
choose how to do this.

4. Soft-Goal Dependency: A soft-goal dependency is similar to a goal dependency except
that there are no a priori, sharply defined success criteria. The meaning of the soft goal
is elaborated on and clarified between the depender and the dependee in terms of the
methods that might be used to address it.

4. Business modeling

The process of building a business model that could result in the requirements of a data
mining project is divided into two phases. The first step of the process is to elicit information
to gain a proper understanding of the business domain. In the second phase, the business
decision-making model is then developed based on the collected information.

4.1 Business domain understanding

The business domain of an organization is usually fairly complex and should be fully
understood before initiating the development of any project. The success of a data mining
project will largely depend on the correct understanding of the project goals and
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requirements from a business or institutional viewpoint. So the objective here is to define a
process to develop the task of understanding the business domain and establish a common
vision with future users about the key project goals.

For the first phase of the data mining project life cycle (Business Understanding), the CRISP-

DM development guide (Chapman, et al.,, 2000) proposes, among other things, two key

tasks:

1. Determine business objectives: The first objective of the data analyst is to thoroughly
understand, from a business perspective, what the client really wants to accomplish and
which are the important factors that can influence the outcome of the project in the first
instance.

2. Assess situation: This task involves more detailed fact-finding about all of the resources,
constraints, assumptions and other factors that should be considered in determining the
data analysis goal and project plan.

The above tasks are not easy to perform, and CRISP-DM does not suggest any
methodological process for this purpose. Considering how important these tasks are for
developing the business model, we present a methodological process that is designed to
give project participants a better understanding of the organizational structure, strategic
objectives, processes, business logic and other elements of the organization for which the
future data mining system is to be developed.
The development of the proposal presented below involves identifying the relevant
information to be elicited (based on the description of the essential components of a business
model (Osterwalde et al., 2005), (Lagha et al, 2004)). This will give an overview of the
business, identify the sources of such information and apply techniques and tools for
requirements elicitation. The process of discovering and later specifying information related
to the business domain is divided into two steps:

1. First, information is gathered to gain a view of the current company scenario (static
vision of the business), that is, understand the components (tasks, organizational goals
or requirements, organizational structure, products / services, market) that defines the
organization and its environment at the start of the project.

2. Second, we have to elicit some information (see Figure 1) related to factors that
influence or affect the achievement of objectives such as resources, capabilities,
restrictions, SWOT analysis, etc. The achievement of organizational goals is in itself a
definition of the future scenario of the organization.

That soon it is transformed in

— T

Enterprise Enterprise
(1 ) Whose
Current Define Goals and —accomplishment—»  Expected
. 4 Il t :
scenery Objetives alowsto scenario
Required to accomplish
Count in with (2) Allow to accomplish
Resources
And
Capacities

Fig. 1. Information about the business domain



From the Business Decision Modeling to the Use Case Modeling in Data Mining Projects 103

Figure 2 shows a summary concept map. It includes a definition of the information that
must be elicited in the above steps.

The aim of this concept map is to show, at a high level of abstraction, the key information
(and its relevance) to be elicited to understand the business domain in the first instance.
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Fig. 2. Concept map that describes the business domain (based on (Ochoa, 2006))

4.2 Business decision-making model

After completing the business domain understanding phase and having identified the
organizational goals, it is time to model the decision-making process. We propose a
sequence of steps or stages for enacting this process (Figure 3).

The information required for each step can be elicited by requirements engineering and
knowledge engineering techniques, such as interviews and questionnaires, JAD techniques,
protocol analysis or laddering. A description by steps is given below.

4.2.1 Defining the initial goal of the decision-making process
This first step should identify the strategic goal underlying the decision-making process to
be modeled from the organizational goals discovered in the business domain understanding
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step. Later, this goal will be the main objective to be achieved. It will be divided into a series
of lower-level goals. These goals could then be further divided into a series of tasks
developed by the organizational actors.

4.2.2 Discovering the organizational actors that take part in the decision-making
process

Note, firstly, that there are different organizational actors inside an organization. These
actors take part in the decision-making process at different levels of the organizational
pyramid (Laudon & Laudon, 2004). The decisions made at the operational and knowledge
levels are structured, that is, they are decisions based on procedures in place inside the
organization. These decisions are not innovative and tend to recur. However, as the process
progresses towards the strategic levels, decision-making becomes non-structured with less
certain outcomes that affect the whole organization. Once all these considerations have been
taken into account, the actors that make strategic decisions (‘primary actors’) must be
identified at the respective level (Laudon & Laudon, 2004). Additionally, some actors that
do not make decisions but do take part in the decision-making process also have to be
identified (‘secondary actors’).

4.2.3 Eliciting the information or knowledge needed to make decisions

This third step should discover the information or knowledge to be gathered or assimilated
for decision making by the primary organizational actors. This discovered information or
knowledge will constitute potential goals to be achieved at the lowest level of the model on
the way towards achieving the general goal underlying the decision-making process. In this
step, there is an additional challenge for the knowledge modelers or engineers. This is to
discover, as far as possible, all the factors that are not explicitly defined and could be
unconsciously considered by the decision maker.

4.2.4 Determining useful data to be used as information or knowledge sources

The objective of this step is to determine all necessary data sources from which the decision
makers can gather information or knowledge. At this point, it is important to consider that
data are not necessarily available inside the organization. That is, data could be merged
from diverse, both internal and external, organizational sources. Finally, it is important to
discover and consider all necessary resources since data are the raw material of a data
mining project.
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4.2.5 Defining the dependency network among the different organizational actors

The purpose of this step is to determine how to establish the dependency network between
the different actors involved in the decision-making process underlying the project. That is,
the objective is to define how the actors are related to each other, and how responsible they

are for the tasks required to achieve the established goals.

A refined goal tree can be built from the information elicited in the above steps (Glinz, 2000)
(Martinez et al., 2002). In this goal tree, the highest-level goal is divided into achievement
goals, operations and actors. All the recorded information will ultimately constitute the
basic information for building a graphical representation of the decision-making process.

Table 1 describes the notation used to define the refined goal tree.

SYMBOL DEFINITION SYMBOL DEFINITION
GG General Goals AO Associated Operations
AG Achievement Goals RA Responsible Actors

Table 1. Acronyms to be used

4.2.6 Building the decision process model
Our proposal is to model the decision-making process in a five-step sequence (Figure 4).
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Fig. 4. Modeling Process

This is the last modeling process step and consists of applying the i* framework in order to
graphically represent the information that was captured in the previous steps. To do this,
we use the two complementary models defined by the technique: the SD model and the SR

model.
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a.  SD model

This is the highest-level model, and its objective is to represent the actors who take part in

the decision-making process and their dependency links. These links can be achievement

goals, soft goals, tasks, or required and/or generated resources, necessary to achieve the
general goals, previously identified in the first step of the process. A three-step incremental
development is proposed:

Step1. Develop a very basic preliminary model (first-level model) with a high level of
abstraction. The objective of this model is for all the stakeholders to be able to
understand what the model represents in the simplest way at an achievement goal
level. This preliminary model only identifies actors that take part in the process or in
the dependency network. The dependencies are defined in the refinement goal tree.

Step 2. Develop a second model (second-level model) with a higher level of detail. This
second model represents the tasks originated by each achievement goal, the
resources to achieve these goals and resources produced while developing process
tasks or operations.

Step 3. Define a third model (third-level model) to complete the construction of the SD
model), adding the “system” actors. The highest-level achievement goals initially
defined in the first-level model are now divided into simpler tasks or operations.
Subsequently, we analyze which tasks could be automated or which activities
require the support of a software system. This information should be previously
entered in the refinement goal tree. The tasks identified for automation are used by
the system and converted at this point into new achievement goals that are linked
to the system actor. These new goals will are potential use cases in the future
system requirements model.

b. SR model

The second model’s aim is to more explicitly represent the resources and the granular events

(scenario) that originate the required activities to accomplish the achievement goals. The

model can also be developed incrementally to give a better process understanding. The

number of steps depends on many factors, such as the organizational complexity, modelers’

experience, experts’ business domain knowledge, and stakeholders” knowledge of the i*

framework.

Step 4. For simplicity’s sake, modeling is initially based on the second-level SD model that
was output in Step 2. This does not include the system actor. In this step, the
achievement goals from the SD model (which were part of the dependency model
network) are mapped to high-level tasks. These tasks can be divided by the task-
decomposition constructor into less complex tasks or into elementary operations that
can, depending on their complexity level, be developed by some particular actor.
The ‘means-end’ constructor is used to represent more than one alternative to
achieve a goal or task. Note also that every resource involved in the process
involves the specification of the resource’s sending and receiving operations in the
‘dependee’ actor and in the “depender’, respectively.

Step 5. To finish the modeling process, we have to take into account that some of the tasks
that have to be developed by some organizational actors need software system
support in order to process data and information. For that reason, we add the
system actor, and consequently, this model has to be built depending on the third-
level SD model (Step 3). All the tasks to be automated that were represented as
achievement goals in the SD model are assigned to the system actor. Then, the
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achievement goals of the third-level SD model, which are mapped into high level
tasks, are divided into more specific tasks depending on what resources there are
and the specific problem’s specialization level. Later, this decomposition of high-
level tasks (achievement goals in the SD model) into simpler tasks and associated
resources is destined to represent the use case scenario in the requirements model.

5. Deriving requirements

In this section, we describe how to build the use case model from the previously built
business decision-making model (figure 5).

BUSINESS MODELING

Y
UNSDER:;A':)D'NG DECISION BUSINESS
BUSINESS DOMAIN MODEL FROM I*
ENTERPRISES INFORMATION REQ,\:.J(',?Q_ENT
E' m AND
KNOWLEDGE
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Fig. 5. Requirements modeling process

There are several approaches for extracting software requirements from a business model,

like (Ortin et al., 2000), (Alencar et al., 2000) or (Santander & Castro, 2002). The transition

guide used in this work is based on Santander and Castro’s approach (Santander & Castro,

2002). In (Santander & Castro, 2002), transition from an organizational model to the

requirements model is divided into three consecutive steps (see Figure 6). Unlike the

approach presented in (Santander & Castro, 2002), use case definition in this research is
restricted to the use cases that are derived from the achievement goal dependencies. This
restriction is derived from the fact that, in a data mining system, a use case must basically
represent the achievement goal that the user intends to achieve using the information or

knowledge that the data mining system provides and never a task or goal as in a

development-related process. In (Santander & Castro, 2002), use cases can be mapped from

a goal dependency, a task dependency or a resource dependency.

Taking into account that we built an organizational model using the i* framework,

identifying the actors that participate in the decision-making process, and the main

achievement goals are part of a more general strategic goal, the main inputs for building the
use case model will be the SD and SR models.

Step 1. Identifying system actors. There are several actors that participate in a business
decision-making process (i* SD model). They are identified and placed in the
refined goal tree; however use case actors are (directly or indirectly) linked to
system actors by some kind of achievement goal dependency. Actors that are
independent of the system actors cannot be considered use case actors.
Additionally, if there are two or more actors that share any dependency linked by
an is-a relationship in the i* model, they must be mapped as individual actors in
the use case model, linked by a new generalization relationship.
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Fig. 6. Requirements modelling activities (based on (Santander & Castro, 2002))

Step 2. Identifying Use Cases. Taking the SD model as input, every goal dependency
(dependum) must be identified. Actors identified in Step 1 play the dependee role
or the depender role in the dependency relationship.

An actor that plays the dependee role in a goal relationship must provide an

informational resource and the dependency object (dependum) and the system will

generate a use case as output.

An actor that plays the depender role in a dependency with the system must

provide knowledge and information in order to achieve the goals related to the

identified use case. In this case, the dependency object (dependum) is again turned
into a use case.

Step 3. Describing use case scenarios. The description of the use case scenario related to a
specific actor is the third requirements modeling step. Therefore, it includes a
description of the event sequence for carrying out tasks and getting resources related
to goal achievement. The SR model graphically represents this event sequence. The
description of the scenarios associated with use cases is no more than the textual
description of a use case, including the field of action of every actor that participates
in the achievement of a goal, task or resource represented in the SR model.

6. Case study

In this section, we describe a case study to illustrate the proposed methodology. This case
study addresses the creation of a new program of studies at a technical-vocational training
institute. The purpose of the case study is to assess the proposed procedure in a real
situation in order to illustrate its use and get conclusions for refining the proposed
methodology. The scope of developing a case study is limited to modeling the business
decision-making process related to the creation of a new program of studies at a technical-
vocational training institute (TVTI). This model will then be used to output a requirements
model for a data mining system that supports the decision-making process. The assessment
method consists of comparing the case study results with other project results in which the
methodology was not used.

6.1 Understanding the business domain
This is the first step for modeling business decision-making. It consists of eliciting as much
information as possible about the organization. This information will help stakeholders to
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assimilate all elements that they need to know to understand the organizational problems to
be solved. For example, the elicited information is as follows:

The institution helps to provide people with technical-vocational training that is certified, whenever
possible, by accredited bodies. To do this, it teaches the outcomes and values required by the region’s
industrial and service sectors. The organizational structure and decision-making levels at the institution
are set out in the articles of the institution and in TVTI Council meeting minutes. The Council and
Executive Committee are in charge of defining the organizational structure and decision-making levels.
In this case study, the head teacher is in charge of proposing the opening of new programs of
study to the Council. The Council is responsible for studying and validating the information
given by the Executive Director to support the proposal of opening a new degree. Finally, the
Executive Director is assisted by a group of collaborators that advise and support the
Executive Director, and they must collect and process the information related to the proposal.
On top of this, the institution has the mechanisms and structure required to identify and
select the facilities and equipment needed to implement the program. Taking into account
the knowledge and outcomes to be learned by the students, the Curricular Committee has to
estimate the costs and investment needs for each program to decide whether existing
equipment is to be used or it has to be renewed.

6.2 Modeling the decision-making process
In this section we describe the application of the guide proposed in Section 4.2 in order to
obtain the decision-making process model of the case study.

6.2.1 Identifying the underlying goal of the decision-making process

From the information elicited in the understanding of the business domain step, we deduce
that the underlying goal of the decision-making process is to materialize one of the strategic
goals set by the organization: “provide ongoing technical-vocational training programs that
continuously meet the demands of the region’s industrial and service sectors’.

6.2.2 Identifying organizational actors that participates in the decision-making
process

In this step, we have to identify the actors that participate in the decision-making process.
Table 2 shows the identified actors involved in opening the new degree process.

ROLE ACTOR TYPE ROLE ACTOR TYPE
Executive .
Director Primary Consultants Secondary
Council Primary

Table 2. Stakeholders

6.2.3 Eliciting information or knowledge needed to make decisions

According to the elicited information, the decision about whether or not to open a new

degree depends on the following information or knowledge:

1. There is a market as companies are demandinmg technical professionals with the
profile that the new degree offers, and there are future students interested in taking the
new degree
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2. Feasibility study

3. Support throughout time

6.2.4 Identifying data sources
Table 3 shows the data sources that are available at the beginning of the study. However,
Table 3 also shows unavailable data sources that will be required later.

DATA
INFORMATION SOURCES STATE DESCRIPTION
Sale
management Available | Data about taught training courses
(training)
Market Data derived from the use of new
Innovation Available | technologies or new procedures
introduced by companies.
Utiliti Not Data about utilities that the new
©s Available | degree offers.
Feasibility study Cost structure NOt. Involved cost.
Available
Student . Useful data to predict drop-out
Support behaviour Available and graduation rates.

Table 3. Data sources (partial)

6.2.5 Defining the dependency network between different organizational actors

This step consists of refining the goals included in the goal tree (see Table 4) that defines the
general goals, including derived operations, participant actors, and dependency level
among actors. Column 1 in Table 4 shows a hierarchy of the identified goals. The general
goal is located at the top. The next level contains the existing achievement goals. Finally, the
derived operations are entered. Column 2 shows the type of the goal, operation, or available
resource. Column 3 shows the actors involved in the process of achieving established goals
and executing operations.

6.2.6 Decision process modeling

SD model

Step 1. This step builds the first-level model. The input is the refined goal tree (Table 4).
The model includes the organizational actors that participate in the process and in
the goal dependency network only. Figure 7 illustrates this first model for this case
study. In the refined goal tree, the first actor in the actor column represents the
depender and the second actor represents the dependee for each goal. The model
shows, for instance, that the Executive Director actor (depender) depends on whether
or not the Council actor (dependee) has validated the Reports (dependum) submitted
by the Executive Director in the development of achievement goal 4.
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GOAL NAME TYPE ACTORS
New program establishment |GG Execut.we Director, Consultants, Executive
Council
1. Market knowledge AG |Executive Director - Consultants
1.1. Data supply AO |Consultants - Executive Director
2. Feasibility AG |Executive Director - Consultants
2.1. Data supply AO |Consultants - Executive Director
3. Support AG  |Executive Director - Consultants
3.1. Data supply AQO |Consultores - Executive Director
4. Report validation AG  |Executive Director - Executive Council
4.1. Send report AO |Executive Council - Executive Director

Table 4. Goal and operation table for the case under study (partial)

Executive director,
responsible for directing
the vocational training
institution proposes the
opening of a new
program of studies to the
institution’s council

Marked
knowledge

Symbology

-

Fig. 7. First-level SD model

Resource

Softgoal

Executive
Director

The council is reponsible for
studying and verifying the
information provided by the
executive director in support
of opening the new program
and making the decision

External consultants
should provide
information backing the
new program proposal in
support of the executive
director




112 New Fundamental Technologies in Data Mining

Step 2. This second model includes the tasks and resources needed by each achievement
goal. Figure 8 shows the model output after completing this second step. For
instance, this model specifies the tasks to be performed in order to achieve
achievement goal 1 (market knowledge):

1. Executive Director actor (dependee in the task dependency relationship) must send
required data to Consultants actor (depender)

2. Consultants actor (dependee) must develop the market analysis.

3. Consultants actor (dependee) must send analysis results to Director actor (depender).

reponible for decting

- inirion ropows e
o e o he
institution’s council

VAR

Data
market

Data market
supply
Market

knowledge

Notification

\\ return

Market,
feasibilty,
support reports

Send
reports
4.1
3.5
Report
<Send support validation
analysis

® o

Report support
analysis

Send market
analysis

14

Report
feasibility
analysis

information provided by the
new program proposal in

executive director in support

of opening the new program
support of the executive and making the decision
director

Extemal consultants The councils reponsible for
should provide studying and verifying the
information backing the

Fig. 8. Second-level SD model

Step 3. The final SD model (Figure 9) includes the system actor that is the responsible for
the tasks and activities for which a software system is needed. In this third model,
the Consultants actor delegates the data analysis involved in market, feasibility and
support analysis to the system actor. Then, these tasks become achievement goals
linked to the system actor, and the system actor becomes a dependee actor in the
dependency relationship with the Consultants actor. It is important to include the
system actor in this model since it will be easier to identify the main use cases
later on.

SR Model

Following the modeling process, it is now time to build the SR model that justifies the
dependencies between the different organizational actors in more detail.
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Fig. 9. Third-level SD model

Step 4. The second-level SD model will be used for modeling to gain a higher level vision.
The general goal in this case study is open a new program of study. This general goal
triggers a sequence of goals, such as market, feasibility and support studies. These
studies are achievement goals (dependum) in the SD model, and they are linked to
the Executive Director (depender) and Consultants (dependee) actors (Figure 10). These
studies involve three high level tasks: market study query, feasibility study query and
support study query. Consequently, the Executive Director delegates these studies to
the External Consultants actor. Resource dependency networks are developed when
the Consultants actor starts these tasks, and these tasks can be divided into smaller
tasks such as writing and sending reports.

Step 5. The modeling process ends with the development of the SR Model (Figure 11),
including the System actor. Achievement goals in the third-level SR model are
converted into third-level tasks (business domain analysis, market analysis,
economic feasibility analysis, etc.). At the same time, each task is divided into more
specific tasks depending on the type of available resources and how specialized
each problem is. For instance, the surveys subtask that uses survey and
questionnaires data applied to several companies.
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Another feature to be taken into account is the possibility of detailing the different
alternatives to be weighed up to achieve a goal or perform a task. In this case study, for
instance, tasks involved in the domain analysis can be achieved by validation, discovery and
modeling.
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6.3 Modeling requirements

In the case under study, after applying the guidelines proposed in Section 4, they are as
follows.

Step 1. Defining Use Case Studies:

Starting with the SD model output in the case under study (Figure 9) and applying the first
step of the guidelines proposed in Section 4, three potential use case actors are identified:
Executive Director, External Consultants and Council.

Looking at the model, we find that the Council actor has a dependency network with System
actor by ‘result query’ goal. The ‘result query goal is a consequence of the ‘report study’
achievement goal between Council and Executive Director actors. Therefore, Council actor is a
potential actor.

The External Consultants actor is also a potential actor since there are dependency networks
between External Consultants actor and System actor through several achievement goals.
There is no dependency network between Executive Director actor and System actor,
therefore Executive Director is not considered an actor in the use case model.

System

Data
LabourMarket -
e
<<include>>
Market .~
Knowledge s
<<include>> Data
“~o/Market Segment N Mine Uss
Definition Case
Economic
7 Feasibility
o
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\‘<<inoiude>3N Physical Y Council
AN Feasibility <<incude>>
Consultant <<indlude>> /

v

~.,

o,
N\,
\,

/
“‘
N Human Result
Valid
'

4
-
<<include>>
p
/

e

\:.2<' clude>>

\ include <3 Enterprise
AN Support

<<include>>

S,
\,

N

N\ Student Data
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Fig. 12. Use case diagram for the system under study
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Step 2. Defining Use Cases:

Taking the SD model (Figure 9) as input, we can identify, according to Step 2 of the

guidelines, the following use cases

1. Taking into account the identification of goal dependency networks in which
previously identified actors play a dependee role in the dependency network, the
following elements are identified:

Actor: Council / Dependency objects: Report Validation / Actor: Consultants [
Dependency objects: Market knowledge, Feasibility, Support.

2. Taking into account the identification of goal dependency networks, in which actors
play a depender role in the dependency network with the System Actor, the following
elements are identified:

Actor: Council / Dependency objects: Result query / Actor: Consultants / Dependency
objects: Business domain, Market segment, Economic Feasibility, Physical Feasibility, Human
Resources, Current Law, and Student Behavior.

In the case under study, the use case diagram (Figure 12) obtained from i* models is based

on standard UML notation. The graphical representation of the model shows the existing

relationship between organizational actors and the system. The subsequent model
description shows the event sequence that is triggered after an actor runs a use case.

Step 3. Describing the use case scenario

A description model is written for every identified use case to complete use case modeling.

To do this, one of the templates proposed in the scientific literature (Robertson & Robertson,

1999) (Larman, 2003) can be used. The description must include actor intentions, and the

responsibilities associated with the system.

Market Segment Definition

ID: RQ 006
Use Case Type: DM
Creation Date: 22/11/07
. This use case involves the data analysis of a specific market segment. It
Description

can predict potential students for a new program of studies.

Primary Actor |External Consultants

Assumptions |All the data required to run the study are available.

1. Regional school data

Resources 2. Results of surveys and questionnaires

3. Statistics related to Enrolment in Institutes and Universities

1. Provision of all the market data received by the head teacher by
consultants

2. Definition of the data required for the study.

3. Data preparation

4. Definition of the models for developing the study

5. Results presentation

Steps

Table 5. Textual description of ‘Market Segment Definition” use case

In this way, we will detail when actors ask for services or provide resources to the system
and when the system gives information to the system actor. The information required to
describe the use cases can be obtained from the SR Model (Figure 12). Table 5 shows an
example of the description process for the ‘Market Segment Definition” use case. After
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finishing the descriptions of all data mining use cases, the data mining requirements
specification is developed.

7. Evaluation of the proposed methodology

In order to establish an evaluation baseline and estimate the benefit of the proposed
methodology, we compare two instances in which a data mining project was developed. In
both cases, the problem domain is the same and the objectives are similar; however, the
users and the data analysts are different in both cases because the two project instances were
developed at different times. The results are compared in Table 6.

CRITERIA PROJECT A: NOT APPLYING THE | PROJECT B: APPLYING THE
METHODOLOGY METHODOLOGY
The objectives were established o
. The project’s objectives were
informally and therefore when the .
Goal . . . well-established and were
. project ended it was difficult to . .
achievement -1 . o clearly aligned with the
establish if the business objectives . -
. business objectives.
were fulfilled.
User .Us.e? part1c1pat.10n droppe.d Users participated actively in
articipation significantly during the project all stages of the project
P development time. '
Development The develop')rr'le'nt time was greater The development time was as
time than initially planned initially scheduled
(the project took over 30% longer) Y )
Workload was grefter than initially The development effort was as
Effort planned (over 40% more than the initiallv planned
initially estimated person/hours). yPp )

Table 6. Comparing two projects to report benefits of the methodology

Project A (developed without the implementation of the proposed methodology) tried to
identify relevant factors, to discriminate between higher education students that failed and
students who successfully completed their undergraduate programs. The search was based
on information about the university students” income. Descriptive models were used to
build predictive models to forecast the likelihood of a new student enrolling for an
undergraduate program successfully completing the program.

Project B (developed using the proposed methodology) tried to support a specific and
strategic goal of the organization, which is “to improve the academic work assessment and
academic support systems, and the management control of financial resources and
organizational materials”.

In general, from the development of the data mining project applying the methodology, we
found that the methodology actually brings together a number of relevant aspects that
should be considered at the beginning of the development of a data mining project, such as
the requirements to be met by the project, the necessary resources, the project risks and
constraints and, generally, all important aspects to be taken into account and that emerge
from the business domain understanding phase outlined by the CRISP-DM standard.
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8. Conclusions

In the presented work, we proposed a new methodology that consists of a sequence of steps
for developing a business model of a decision-making process in a company or
organization. The methodology uses the business model is as input to get organizational
requirements and use cases applied to data mining projects. A decision-making process
model is useful for defining what tasks of the strategic decision-making process can be
supported by a data mining project and, also, outputs the initial project requirements.

A requirements model ensures that data mining project results will meet users’ needs and
expectations, effectively supporting the decision-making process involved in achieving the
organizational goals. The construction of the organizational model, which will be used to
model the requirements, is based on an incremental and iterative process that provides a
better understanding of the business. Additionally, it is useful for reaching agreement,
negotiating and validating that the model faithfully represents the organization’s decision-
making process and checking that the business problem really requires the support of a data
mining system.

Note that not only can the requirements model, output based on the organization’s business
model, identify data mining use cases; it can also pinpoint other functionalities that can be
implemented by other conventional software systems that work together with the data
mining systems in order to achieve organizational goals.

As regards the modeling technique used in this research, we have shown that the i*
framework has valuable features that make a decision-making process model easier to
develop. Another important idea is the fact that the i* framework is useful for explicitly
representing non-functional requirements associated with functional requirements in the
organizational business model. This can be done using the soft goal dependency objects.
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1. Introduction

Health and Usage Monitoring Systems (HUMS) and Condition Based Maintenance (CBM)
systems are closely related systems since the data collected by HUMS can be effectively used
by CBM systems to generate condition and health indicators of air-crafts in order to find out
the components on which maintenance is required. Efficient and comprehensive automation
of such CBM systems is, therefore, of utmost importance to take an advantage of the
massive amount of data continuously collected by HUMS.

In this chapter, we present a novel framework for automating the CBM systems, based on
supervised learning practices established in UH-60 Condition Based Maintenance (CBM)
manual [3]. The proposed framework is based upon a concept of building a configuration-
driven data mining tool in which the maintenance decisions of aircrafts’ components are
driven by configuration metadata. We seek to address a key design goal of building a
generic framework that can be easily instantiated for various CBM applications. This design
goal, in turn, raises the challenges of building a system that features modularity (i.e., the
software structure is based on a composition of separate modules, which jointly incorporate
with each other.), extendibility (i.e., the software should be easy to extend.), and
maintainability (i.e., the software should be easy to maintain and update.).

To meet this design goal, we adopted a layered architecture for the proposed framework.
The framework consists of three layers; 1) Storage layer, which concerns the storage of
source data and configuration metadata used by the system; 2) Extraction layer, in which the
source data and configuration metadata are extracted and passed to the upper (processing)
layer; and 3) Processing layer, which is responsible for executing mining algorithms and
reporting necessary maintenance actions.

This layered architecture uses two prominent techniques, namely XML-based metadata
storage, and dynamic code generation and execution. The XML-based metadata storage
provides a generic platform for storing configuration meta-data, whereas dynamic code
generation and execution allows applications to be extended with non-compiled source
code, which is stored within configuration metadata. Both the generic storage platform and
the on-the-fly code generation features help significantly reduce the cost of the software
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development life cycle (including software validation, verification, and maintenance), by
allowing system engineers to supplement new functions, modify existing algorithms,
consider new data sets, and conduct advanced analysis operations, without having to issue
a new software release.

We have developed a functional software prototype of the proposed framework and
examined the utility of the prototype to retrieve configuration metadata and, consequently,
generate various maintenance reports. We will present examples of the reports generated by
the software prototype, and an estimate of the time saved over the manual system. We will
also demonstrate the exceedances report that shall list all simple exceedances, the associated
count, and duration of those exceedances, as well as fault BIT report that shall list all BIT
failures and their total instances. The software prototype provides the user with advanced
and simplified modes for generating reports. The advanced mode gives the user a control on
the report generation to specify, for instance, the type of aircrafts and analysis, the source of
data and configuration files, the information to be displayed and hidden in the report, etc.
The simplified, on the other hand, generates, in one single execution, all reports defined in
the configuration files and using the default system settings.

We present two examples of the reports generated by the software prototype for the S-92A;
the first example is for the fault BIT report that lists all BIT failures and their total instances,
and the second example is for the exceedances [4, 5] report that lists all simple exceedances
and their associated count. (See [6] for comprehensive list and details of the set of reports
generated by the system).

In the research work presented in this chapter, we make the following contributions: 1) We
address the motivation and demand for an automation of the HUMS CBM systems. 2) We
present a novel framework for building Automated Condition Based Maintenance Checking
Systems (ACBMCS). 3) We demonstrate the software prototype and explore the steps of
generating various maintenance reports, in light of fault BIT and exceedances reports.

The remainder of this chapter is organized as follows. First, we outline the system and
software requirement specifications. Second, we present the framework architecture. Third,
we discuss in details the design of XML-based configuration. Fourth, we demonstrate an
example of using the software prototype to generate maintainable reports. Finally, we
conclude this chapter.

2. Requirement specifications

In this section we outline the system and software requirement specifications, which
identify the end-users needs and expectations from the software application.

2.1 System requirements

The proposed framework has been designed to accommodate the following system

requirements:

e  The system should be configurable across various types of aircrafts.

e The system should perform different types of analysis to determine the health
conditions.

o The system should process all the parameters required by analysis type and aircraft type.

e The system should configure the application algorithms based on the type of aircraft
and the type of analysis being performed.
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e  The system should process all types of data used to monitor the various aircraft state
parameters.
e  The system should display the report to the user based on the algorithm executed.

2.2 Software requirements

The primary requirement for the software is to be generic. This generality has been address
by building the software with the following features: 1) Modularity: The software structure
is based on a composition of separate modules, which incorporate with each other through
interfaces. 2) Integrity: Data, information, and knowledge stored and manipulated by the
software must be correct and the relationship between them is consistent. 3) Extendibility
and maintainability: The software should be easy to extend and maintain.

3. Framework architecture

The framework architecture is illustrated in Figure 1, which demonstrates that the software
is composed of three connected layers; 1) Storage layer, 2) Extraction layer, and 3)
Processing layer.

The storage layer concerns the storage of configuration metadata that drives the processing
of the systems, as well as source data on which analysis is being done.

The extraction layer is the layer in which the source data and configuration metadata are
extracted and passed to the upper (processing) layer.

The processing layer is responsible for executing the mining algorithms, based on the
configuration metadata, against the corresponding data retrieved from source data files.

3.1 Storage layer

The storage layer is the lower lever layer which stores configuration metadata that drives
the processing of the systems, as well as source data on which analysis is being done.

The configuration metadata (i.e., information representing aircrafts, analysis, parameters,
algorithms, and actions report) is stored as a collection of XML documents. These XML
documents are designed in a normalized way in order to reduce, or possibly remove, any
information redundancy. To assure the integrity of XML documents content, these XML
document are built according to an XML schema that expresses constraints on the structure
and content of the XML documents. In addition, the XML schema employs the concept of
archetypes which provides means of defining user-defined data types in the XML schema in
a way that reduces nested definitions, as well as the concept of restrictions which defines
acceptable values for XML elements or attributes. The design details of XML-based
configuration are further discussed in the following section.

The source data, on the other hand, comes in the form of Raw Data Files (RDF) and Activity
Data Files (ADF). An RDF is a collection of aircraft health data for a single aircraft operation,
whereas an ADF is a set of indexes, to an RDF file, that provides a performance-optimized
approach of retrieving source data of a single aircraft operation.

3.2 Extraction layer
This layer carries out the extraction of data from the source files. This data extraction is
derived by the content of configuration metadata.
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Fig. 1. Framework architecture

3.3 Processing layer

The processing layer is responsible for executing the mining algorithms, based on the
configuration metadata, against the corresponding data retrieved from source data files.
This layer uses dynamic code generation and execution technique to load algorithms, which
should be executed, on the run-time from configuration metadata. The dynamic code
generation and execution technique is a key building block of the proposed framework that
allows the software to dynamically; 1) Wrap the code into fully-functional assembly source
code (with all the required dependencies); 2) Compile the source code into an assembly; and
3) Use the assembly reference to create an instance of the application object.
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4. XML-based configuration

The XML elements in the XML-based configuration and their interaction are shown in
Figure 2.

Aircraft type
|
\ 4
Analysis to be »| Parameters for selected
performed analysis type
\ 4
Algorithm
Data files >
v
Report

Fig. 2. XML elements in XML schema

The XML-based configuration design involves design of the XML schema and the XML
documents holding the configuration information. The XML schema includes information
regarding the organization of the elements, sub-elements and attributes which is in
accordance with the structure of the system. The different restrictions are assigned on each
of the elements, sub-elements and attributes to ensure data integrity. The XML documents,
which contain the actual configuration information, are then validated against the schema to
check for discrepancies and insure data integrity.

4.1 XML schema elements

XML schema of configuration files models five key elements illustrated in Figure 2:

e  AIRCRAFT: The aircraft element consists of the main element Aircrafts in which all
possible aircraft types can be defined. The sub-element Aircraft, of the main element
Aircrafts, gives the details of one type of aircraft. Each aircraft is given a specific ID,
defined as an attribute called airID, to distinguish it from other aircrafts and help in
referencing. The sub-element airname of Aircraft contains the information of the name
of the aircraft. Figure 3 shows the structure of this element.
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Fig. 3. Structure of the AIRCRAFT element

ANALYSIS: The analysis element, as illustrated in Figure 4, consists of the main
element AnalysisSets, which defines the set of all possible types of analysis that can be
performed in CBM. The element AnalysisSets contains a sub-element Analysis, which
carries the information regarding the analysis type. The sub-element name of Analysis
gives the name of the analysis, and the attribute analD assigns a specific ID to each
analysis type.

2 attributes

AnalysisSets $—(*>E—| Analysis

~name

type |xs:5tring

Fig. 4. Structure of the ANALYSIS element

PARAMETER: The parameter element consists of the main element Parameters. As
shown in Figure 5, it has a sub-element Parameter which holds the information of every
parameter type. The attribute paramID assigns a unique ID to each parameter type
which is used to call it by reference later. The sub-element paramname gives the name
of the parameter and usedAt assigns the parameter to analyses and aircraft types at
which the parameter is used. The sub-element assignment of usedAt holds this
information in the attributes analysisID and aircraftID.

ALGORITHM: Figure 6 demonstrates that the algorithm element consists of the main
element algorithms, which has a sub-element algorithm in which every type of possible
algorithm is defined. The attribute algolD assigns a unique ID to each algorithm type
that is defined. The algorithm type is distinguished by the analysis and aircraft that
uses it as well as the way it is executed. The sub-element used assigns the algorithm to
analyses and aircraft types that use the algorithm. The sub-element assignement used
holds this information in the attributes IDanalysis and IDaircraft. The sub-element
algoinfo holds the information regarding the types of conditions to be executed in
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condition and the types of possible actions on executing the algorithm condition in
action. The element algoinfo is modeled as IF condition THEN action. The types of
conditions and actions are defined as archetypes called conditiontype and actiontype,
respectively.

e REPORT: The report element, illustrated in Firgure 7, consists of the main element
reports”. It has a sub-element report in which every type of report to be generated is
defined. The attribute repID assigns a unique ID to each type of report that is defined.
The type of report is distinguished by the algorithm that uses it and by the way it is
executed. The sub-element for assigns the report to a type of algorithm. The sub-
element result of for holds this information in the attribute algoID. The sub-element
reportinfo holds the information regarding the types of conditions to be executed in
condition and the types of possible actions on executing the algorithm condition in
action. The element reportinfo is modeled as IF condition THEN action. Similar to the
algoinfo element, the types of conditions and actions are defined as archetypes called
conditiontype and actiontype, respectively.

=] sttributes
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paramname

Parameters [ == Parameter ] ty ::e|xs:string

I ——
datatype
type |x3:string

_@3_ B attributes

= .
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type | xs:string

Fig. 5. Structure of the PARAMETER element



130

New Fundamental Technologies in Data Mining

condition &
1yoe [ congitiontype

Foperz
o [ xaamcimal

voe [acuontype

Fig. 6. Structure of the ALGORITHM element

[ attributes

[Fopors B oo B

reportinfo FH——3

[Foomiion

—
| =i

| [tonr

|typeactiontype

\
#@Jgnchoni J|
[type [xs:string | ‘

Fig. 7. Structure of the REPORT element



A Novel Configuration-Driven Data Mining Framework for
Health and Usage Monitoring Systems 131

4.2 XML schema restrictions

In the design of XML schema, we employ the concept of archetypes which provides means

of defining userdefined data types in the XML schema in a way that reduces nested

definitions. The following archetypes are defined in the schema:

e CONDITIONTYPE: As shown in Figure 8, the conditiontype element is modeled as a
choice element where the choices are simpleCondition and compositeCondition. The
sub-element simpleCondition is a sequence element of operand, operator and operand.
compositeCondition is a sequence element of simpleCondition, logicalOperator and
compositeCondition.
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Fig. 8. Structure of the CONDITIONTYPE archetype

e ACTIONTYPE: The element actiontype, illustrated in Figure 9, consists of the sub-
element actions where the corresponding action to a condition is listed.

[a ctiontype [lT]_('""E_ an:.tmns

Fig. 9. Structure of the ACTIONTYPE archetype
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5. Software prototype

To examine the utility of the proposed framework, we have developed a functional software
prototype of the framework. The prototype has been developed under .Net Framework 3.5,
in C# using Microsoft Visual Studio 2008 Professional. In this section, we present a step-by-
step example of using the software prototype to generation fault BIT and exceedances
reports.

5.1 Software installation

The software release comes in the form of a single MSI (Windows Installer) file. Running
this installation file guides the user in the installation process of the software application.
Figure 10, Figure 11, and Figure 12, respectively show the initial installation screen, the
installation options, and the installation confirmation screen which indicates that all
software components have been actually and successfully installed.

) ACEMCS 1.5 b [ =)

Welcome to the ACBMCS 1.b Setup Wizard

The inztallzr will guide you through the steps required to install ACBMCS 1.5 on your computer.

WARMIMG: This computer program is pratected by copyright law and intermational treaties,
|Jnauthorized duplication or diztiibution of thiz pragrarm, or any pottion of it may rezult in sevee civil
or criminial penalties, and will be prozecuted to the masimurm extent possible under the law.

| Cancel 4 Back Mest » |

Fig. 10. Initial screen of installation wizard
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I he instalier will install ALCBMLS 1.5 to the following folder.

Toingtall i thiz folder, chck "Mext”. Toinstall to a different folder, enter it below or click "Bromwse",

Folder;
C:M\Program Files [#86)\Goodrich Corporationh & CEMCS 1.54 | Browse, . I |

|  DiskCosl. |

Install ACEMCS 1.5 foryourself, or for anyone who uses this computer:

) Evervane

@ Just me

Cancel ] | < Back ] L Pext » ]

Fig. 11. User can select installation folder and security level
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Installation Complete

ACBMCS 1.5 has been successfullyinstalled,

Click "Cloze! to exit.

Fleaze uze WWindows pdate to checzk for any critical updates to the MET Framework.

Cancel £ Back Cloze

Fig. 12. Software installation confirmation
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5.2 Application modes
As illustrated in Figure 13, the software features two modes available for the user; an
advanced mode and a simplified mode.

Fig. 13. Advanced and simplified modes

5.3 Advanced mode

The advanced mode gives the user a control on the report generation to specify:

o The source of configuration files: The application initially loads configuration files
located in the default path (Figure 14). However, the software provides the user with
the option of changing the path configuration files (Figure 15 and Figure 16).

= — > - L e A - [=[E] =

Seiting  Configuration  Help

BN A~
Select One Aircraft Algorithm Data files
Select One or More Analysis
File(s) Loaded! ==
\_0\ Corfiguration Files Loaded Successfully! ) select all files under a directory (automatic)
- *) select arbitrary set of files
=
*) select files within a date range
 —
[ - g
Options 2 Include only FAULTY items in the report More Options [7] Hide tail number
© Include only HON FAULTY items in the repart [T] Hide aircraft type
@ Include both FAULTY and NON FAULTY items in the repart 7] Hide unit number

GENERATE REPORT B

Fig. 14. Configuration files loaded from the default path
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Fig. 15. Change the path of configuration files
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L

Fig. 16. Reload the configuration files

e  The type of aircrafts and analysis (Figure 17): The user first selects the type of aircraft,
and based on the selection, the related analysis are displayed. Upon the selection of the
analysis (which can be multi-selection), a list of the related parameters and the
corresponding algorithm(s) and report(s) are displayed.
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e  The source of data files: The user has three options to load source data files. The first
option is to load all files under a specific folder (Figure 18). The second option is to load
a set of arbitrary files (Figure 19). The third option is to load files within a certain range
of dates (Figure 20).
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Fig. 20. Load files within a certain range of dates

e  The information to be displayed and hidden in the report; faulty and non-faulty items
(Figure 21), and aircraft information (Figure 22).
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Ha W = ~ = - w5, e -
Sefting Configuration Help
B oo~
Select One Aircraft Algorithm Data files
5924 - if (-12V PPU Test == 0)
0BS-RED
Select One or More Analysis else If ( -12v PPU Test == 1)
5 0BS=GREEN
| Engine Performance Report
Exceedance Report
Rotor Track and Balance(RTB) Report
Vibration Diagnostics Report
Weight on Wheels (WOW) switch Check
Report
f (085 == GREEN ) select all files under a directory (automatic)
BIT : PASS! select arbitrary set of files
e R il S ) sistict Fils withiss o dats range
-12V PPU Test BIT: FAIL!
+12V PPU Test !
+28V PPU Test.
+28V VPU Test d Files
45V PPU Test
ADCBUSABIT - 7/
Options O Include only FAULTY items in the report More Options [¥] Hide tail number
@ Include only NON FAULTY items in the report [T Hide aircraft type
@ Include both FAULTY and NON FAULTY items in the report [¥] Hide unit number

Fig. 22. Show or hide aircraft information
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The last step is to generate the maintenance reports, which is achieved by clicking on the
GENERATE REPORT button. Figures 23 and 24 and Figures 25 and 26 show the output
maintenance reports for the fault BIT and exceedances analysis, respectively.

HUMS-ACBMCS =

GOODRICH

MAINTENANCE REPORT

DATE:
2/23/2008 3:52:18 PM

DESCRIPTION:

This report is generated by the Automated Condition Based Maintenance Checking
System (ACBMCS) to demonstrate the recommended maintenance action.

ANALYSIS TYPE:

BIT Analysis

Fig. 23. Report header of the fault BIT analysis

RECOMMENDED MAINTENANCE ACTION:

Parameter Name Parameter Value Report Result
-12V PPU Test 1 BIT : PASS!
+12V PPU Test 1 BIT : PARSS!
+28V PPU Test 1 BIT : PASS!
+28V VPU Test 1 BIT : PASS!
+5V PPU Test 1 BIT : PASS!
ADCBUSABLT Migsing value

ADCBuUsBEIT Missing value

AFCSBusikBIT Missing value

AHRSBUSABIT Missing value

ARHRSBUsiBBIT Missing value

BMUBusBIT Missing value

DTU BIT STATUS Missing value

MDCBusBIT Missing value

MPS SEIT 1 BIT : PASS!
PPU Arinc 429 Test 1 BIT : PASS!
PPU DRAM Test 1 BIT : PASS!
PPU Freguency Test 1 BIT : PASS!
PPU EBIT 1 BIT : PASS!
Tracker Power Test 1 BIT : PASS!
VPU SBIT 1 BIT : PASS!
Failure Count = 0

Fig. 24. Report body of the fault BIT analysis
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HUMS-ACBMCS

GOODRICH

MAINTENANCE REPORT

DATE:
2/23/2009 4:04:01 PM

DESCRIPTION:

This report is generated by the Automated Condition Based Maintenance Checking
System (ACBMCS) to demonstrate the recommended maintenance action.

ANALYSIS TYPE:

Exceedance Report

Fig. 25. Report header of the exceedances analysis

RECOMMENDED MAINTENANCE ACTION:

Parameter Name Parameter Value Report Result

EnglNp 1] Exceedance INACTIVE!
EnglTorque 0 Exceedance INACTIVE!
Eng2Np o Exceedance INACTIVE!
Eng2Torque 0 Exceedance INACTIVE!

Failure Count = 0

Fig. 26. Report body of the exceedances analysis

5.4 Simplified mode

The simplified mode generates, in one single execution, all reports defined in the
configuration files by using the default system settings. Default settings reflect the default
path of both the configuration files and source data files.

6. Conclusion

In this chapter, we present new framework for automating CBM systems. The utility of the
proposed framework has been verified through a software prototype that demonstrates
various functionality provided by the framework.

This work opens an avenue for several future works including, for instance, extending the
data extraction module to manipulate the Health Indicators (HI) data from source data files,
as well as conducting further complicated and advanced data mining and analysis
operations using the proposed framework.
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1. Introduction

Data mining aims at discovering novel, interesting and useful knowledge from databases.
Conventionally, the data is analyzed manually. Many hidden and potentially useful
relationships may not be recognized by the analyst. Nowadays, many organizations
including modern hospitals are capable of generating and collecting a huge amount of data.
This explosive growth of data requires an automated way to extract useful knowledge.
Thus, medical domain is a major area for applying data mining. Through data mining, we
can extract interesting knowledge and regularities. The discovered knowledge can then be
applied in the corresponding field to increase the working efficiency and improve the
quality of decision making.

This chapter introduces the applications of data mining in HIS (Hospital Information
System). It will be presented in three aspects: data mining fundamentals (part 1 and part 2),
tools for knowledge discovery (part 3 and part 4), and advanced data mining techniques
(part 5 and part 6). In order to help readers understand more intuitively and intensively,
some case studies will be given in advanced data mining techniques.

2. Part 1 Overview of data mining process

Nowadays, data stored in medical databases are growing in an increasingly rapid way.

Analyzing that data is crucial for medical decision making and management. It has been

widely recognized that medical data analysis can lead to an enhancement of health care by

improving the performance of patient management tasks. There are two main aspects that
define the need for medical data analysis.

1. Support of specific knowledge-based problem solving activities through the analysis of
patients’ raw data collected in monitoring.

2. Discovery of new knowledge that can be extracted through the analysis of
representative collections of example cases, described by symbolic or numeric
descriptors.

For these purposes, the increase in database size makes traditional manual data analysis to
be insufficient. To fill this gap, new research fields such as knowledge discovery in
databases (KDD) have rapidly grown in recent years. KDD is concerned with the efficient
computer-aided acquisition of useful knowledge from large sets of data. The main step in
the knowledge discovery process, called data mining, deals with the problem of finding
interesting regularities and patterns in data.

A simple data mining process model mainly includes 6 steps:
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1. Assembling the data
Data mining requires access to data. The data may be represented as volumes of records in
several database files or the data may contain only a few hundred records in a single file. A
common misconception is that in order to build an effective model a data mining algorithm
must be presented with thousands or millions of instances. In fact, most data mining tools
work best with a few hundred or a few thousand pertinent records. Therefore once a
problem has been defined, a first step in the data mining process is to extract or assemble a
relevant subset of data for processing. Many times this first step requires a great amount of
human time and effort. As in healthcare industry, we need domain experts such as doctors,
nurses, hospital managers and so on to work closely with the data mining expert to develop
analyses that are relevant to clinical decision making. There are three common ways to
access data for data mining;:
1. Data can be accessed from a data warehouse.
2. Data can be accessed from a database.
3. Data can be accessed from a flat file or spreadsheet.
Because medical data are collected on human subjects, there is an enormous ethical and
legal tradition designed to prevent the abuse of patients’ information and misuse of their
data. In data assembling process, we should pay more attention to the five major points:

e  Data ownership

e  Fear of lawsuits

e  Privacy and security of human data

e  Expected benefits

¢  Administrative issues
2. The data warehouse
A common scenario for data assembly shows data originating in one or more operational
database. Operational databases are transaction-based and frequently designed using the
relational database model. An operational database fixed on the relational model will
contain several normalized tables. The tables have been normalized to reduce redundancy
and promote quick access to individual records. For example, a specific customer might
have data appearing in several relational tables where each table views the customer from a
different perspective. But medical data is almost the most heterogeneous data which
contains images like SPECT, signals like ECG, clinical information like temperature,
cholesterol levels, urinalysis data, etc. as well as the physician’s interpretation written in
unstructured texts. Sometimes the relational database model can’t describe the
heterogeneous data with tables and we can use post-relational database model.
The data warehouse is a historical database designed for decision support rather than
transaction processing. Thus only data useful for decision support is extracted from the
operational environment and entered into the warehouse database. Data transfer from the
operational database to the warehouse is an ongoing process usually accomplished on a
daily basis after the close of the regular business day. Before each data item enters the
warehouse, the item is time-stamped, transformed as necessary, and checked for errors. The
transfer process can be complex, especially when several operational databases are
involved. Once entered, the records in the data warehouse become read-only and are subject
to change only under special conditions.
A data warehouse stores all data relating to the same subject (such as a customer) in the
same table. This distinguishes the data warehouse from an operational database, which
stores information so as to optimize transaction processing. Because the data warehouse is
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subject-oriented rather than transaction-oriented, the data will contain redundancies. It is
the redundancy stored in a data warehouse that is used by data mining algorithms to
develop patterns representing discovered knowledge.
3. Relational database and flat files
If a data warehouse does not exist, you can make use of a database query language to write
one or more queries to create a table suitable for data mining. Whether data is being
extracted for mining from the data warehouse or the data extraction is via a query language,
you will probably need a utility program to convert extracted data to the format required by
the chosen data mining tool. Finally, if a database structure to store the data has not been
designed, and the amount of collected data is minimal, the data will likely be stored in a flat
file or spreadsheet.
4. Mining the data
Prior to giving the data to a data mining tool, preprocessing of the data is necessary.
Preprocessing the data includes multiple steps to assure the highest possible data quality,
thus efforts are made to detect and remove errors, resolve data redundancies, and taking
into account of the patient privacy, to remove patient identifiers. Data are analyzed using
both statistical and data mining methods to produce information; output formats will vary
depending upon the method used. Predictive modeling efforts are iterative, thus statistical
and data mining results are repeated with different permutations until the best results
(metrics) are obtained.
Patients and health care consumers are increasingly concerned about the privacy of their
personal health information. All data mining should carefully attempt to create completely
anonymous data before analyses are begun.
Anticipating that data will be 100% complete and error free is unrealistic when working
with patient data which collected in complex health care systems. Cleaning the data is
proved a nontrivial and tedious task. Data error identification is both an automated and a
manual process, and required an iterative procedure that drew upon expertise from the
clinical experts as well as statistical experts and the data warehouse engineer. Errors that
detected out-of-range values (for example, a systolic blood pressure of 700) are identified by
the clinical experts and eliminated from the research data sets. Errors where a variable
included inconsistently recorded text require an iterative extraction and programming
solution; clinical experts reviewe the text extraction and provide guidelines for converting
data for consistency, coding, or deleting the variable if data conversion is not possible.
Medical data is often very high dimensional. Depending upon the use, some data
dimensions might be more relevant than others. In processing medical data, choosing the
optimal subset of features is such important, not only to reduce the processing cost but also
to improve the usefulness of the model built from the selected data. So before the step of
mining, we have several choices to make.
1. Should learning be supervised or unsupervised?
2. Which instances in the assembled data will be used for building the model and which
instances will test the model?
3. Which attributes will be selected from the list of available attributes?
4. Data mining tools require the user to specify one or more learning parameters. What
parameter settings should be used to build a model to best represent the data?
5. Interpreting the results
Result interpretation requires us to examine the output of our data mining tool to determine
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if what has been discovered is both useful and interesting. If the results are less than
optimal we can repeat the data mining step using new attributes and/or instances.
Alternatively, we may decide to return to the data warehouse and repeat the data extraction
process.

As most medical datasets are large and complex, only those models that are validated by
experts are retained in the knowledge base for system testing and verification. There are
several techniques to help us make decisions about whether a specific model is useful
(Evaluating Performance):

¢  Evaluating supervised learner models

e Two-class error analysis

¢  Evaluating numeric output

¢  Comparing models by measuring lift

e  Unsupervised model evaluation

For example, if we use several fuzzy modeling methods to process medical data. When
interpreting the results, concerning only the accuracy values might be misleading and not
revealing other important information, as demonstrated by Cios and Moore. To double
check seven other performance measures including sensitivity (a.k.a. recall in information
retrieval community), specificity, precision, class weighted accuracy, F-measure, geometric
mean of accuracies, and area under the receiver operating characteristics (ROC) curve were
also needed to be computed for the top rank result obtained for each dataset.

Medical data mining using some fuzzy modeling methods without or with the use of some
feature selection method. Belacel and Boulassel developed a supervised fuzzy classification
procedure, called PROAFTN, and applied it to assist diagnosis of three clinical entities
namely acute leukaemia, astrocytic, and bladder tumors. By dividing the Wisconsin breast
cancer data (the version with 10 features) into 2/3 for training and 1/3 for testing, test
accuracy of 97.9% was reported. Seker et al. used the fuzzy KNN classifier to provide a
certainty degree for prognostic decision and assessment of the markers, and they reported
that the fuzzy KNN classifier produced a more reliable prognostic marker model than the
logistic regression and multilayer feedforward backpropagation models. Ruiz-Gomez et al.
showed the capabilities of two fuzzy modeling approaches, ANFIS and another one that
performs least squares identification and automatic rule generation by minimizing an error
index, for the prediction of future cases of acquired immune deficiency syndrome.

6. Result application

Our ultimate goal is to apply what has been discovered to new situations. Data mining
methods offer solutions to help manage data and information overload and build
knowledge for information systems and decision support in nursing and health care. For
instance, we can build nursing knowledge by discovering important linkages between
clinical data, nursing interventions, and patient outcomes.

Applying data mining techniques enhances the creation of untapped useful knowledge from
large medical datasets. The increasing use of these techniques can be observed in healthcare
applications that support decision making, e.g., in patient and treatment outcomes; in
healthcare delivery quality; in the development of clinical guidelines and the allocation of
medical resources; and in the identification of drug therapeutic or adverse effect
associations. Recent studies using data mining techniques to investigate cancer have focused
on feature extraction from diagnostic images to detect and classify, for example, breast
cancers.
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3. Part 2 Techniques of data mining

Health care now collects data in gigabytes per hour volume. Data mining can help with data
reduction, exploration, and hypothesis formulation to find new patterns and information in
data that surpass human information processing limitations. There is a proliferation of
reports and articles that apply data mining and KDD to a wide variety of health care
problems and clinical domains and includes diverse projects related to cardiology, cancer,
diabetes, finding medication errors, and many others.

Over the past two decades, it is clear that we have been able to develop systems that collect
massive amounts of data in health care, but now what do we do with it? Data mining
methods use powerful computer software tools and large clinical databases, sometimes in
the form of data repositories and data warehouses, to detect patterns in data. Within data
mining methodologies, one may select from an extensive array of techniques that include,
among many others, classification, clustering, and association rules.

3.1 Classification

Classification maps data into predefined groups or classes. It is often referred to as
supervised learning because the classes are determined before examining the data.
Classification algorithms require that the classes be defined based on data attribute values.
They often describe these classes by looking at the characteristics of data already known to
belong to the classes. Pattern recognition is a type of classification where an input pattern is
classified into one of several classes based on its similarity to these predefined classes.

One of the applications of classification in health care is the automatic categorization of
medical images. Categorization of medical images means selecting the appropriate class for
a given image out of a set of pre-defined categories. This is an important step for data
mining and content-based image retrieval (CBIR).

There are several areas of application for CBIR systems. For instance, biomedical informatics
compiles large image databases. In particular, medical imagery is increasingly acquired,
transferred, and stored digitally. In large hospitals, several terabytes of data need to be
managed each year. However, picture archiving and communication systems (PACS) still
provide access to the image data by alphanumerical description and textual meta
information. This also holds for digital systems compliant with the Digital Imaging and
Communications in Medicine (DICOM) protocol. Therefore, integrating CBIR into medicine
is expected to significantly improve the quality of patient care.

Another application is constructing predictive model from severe trauma patient’s data. In
management of severe trauma patients, trauma surgeons need to decide which patients are
eligible for damage control. Such decision may be supported by utilizing models that
predict the patient’s outcome. To induce the predictive models, classification trees derived
from a commonly-known ID3 recursive partitioning algorithm can be used. The basic idea
of ID3 is to partition the patients into ever smaller groups until creating the groups with all
patients corresponding to the same class (e.g. survives, does not survive). To avoid
overfitting, a simple pruning criterion is used to stop the induction when the sample size for
a node falls under the prescribed number of examples or when a sufficient proportion of a
subgroup has the same output.

From the expert’s perspective, classification tree is a reasonable model for outcome
prediction. It is based on the important representatives from two of the most important
groups of factors, which affect the outcome, coagulopathy and acidosis. The two mentioned
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features, together with body temperature, are the three that best determine the patient’s
outcome.

3.2 Clustering
Clustering is similar to classification except that the groups are not predefined, but rather
defined by the data alone. Clustering is alternatively referred to as unsupervised learning or
segmentation. It can be thought of as partitioning or segmenting the data into groups that
might or might not be disjointed. The clustering is usually accomplished by determining the
similarity among the data on predefined attributes. The most similar data are grouped into
clusters.
Cluster analysis is a clustering method for gathering observation points into clusters or
groups to make (1) each observation point in the group similar, that is, cluster elements are
of the same nature or close to certain characteristics; (2) observation points in clusters differ;
that is, clusters are different from one another. Cluster analysis can be divided into
hierarchical clustering and partitioning clustering. Anderberg (1973) believed that it would
be objective and economical to take hierarchical clustering’s result as the initial cluster and
then adjust the clusters with partitioning clustering. The first step of cluster analysis is to
measure the similarity, followed by deciding upon cluster methods, deciding cluster manner
of cluster method, deciding number of clusters and explanations for the cluster. Ward’s
method of hierarchical clustering is the initial result. K-means in partitioning clustering
adjusts the clusters.
A special type of clustering is called segmentation. With segmentation a database is
partitioned into disjointed groupings of similar tuples called segments. Segmentation is
often viewed as being identical to clustering. In other circles segmentation is viewed as a
specific type of clustering applied to a database itself.
Clustering can be used in designing a triage system. Triage helps to classify patients at
emergency departments to make the most effective use of resources distributed. What is
more important is that accuracy in carrying out triage matters greatly in terms of medical
quality, patient satisfaction and life security. The study is made on medical management
and nursing, with the knowledge of the administrative head at the Emergency Department,
in the hope to effectively improve consistency of triage with the combination of data mining
theories and practice. The purposes are as follows:

1. Based on information management, the information system is applied in triage of the
Emergency Department to generate patients” data.

2.  Exploration of correlation between triage and abnormal diagnosis; cluster analysis
conducted on variables with clinical meanings.

3. Establishing triage abnormal diagnosis clusters with hierarchical clustering (Ward’s
method) and partitioning clustering (K-means algorithm); obtaining correlation law of
abnormal diagnosis with decision trees.

4. Improving consistency of triage with data mining; offering quantified and scientific
rules for triage decision-making in the hope of serving as a foundation for future
researchers and clinical examination.

3.3 Association rules
Link analysis, alternatively referred to as affinity analysis or association, refers to the data
mining task of uncovering relationships among data. The best example of this type of
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application is to determine association rules. An association rule is a model that identifies
specific types of data associations. These associations are often used in the retail sales
community to identify items that are frequently purchased together. Associations are also
used in many other applications such as predicting the failure of telecommunication
switches.
Users of association rules must be cautioned that these are not causal relationships. They do
not represent any relationship inherent in the actual data (as is true with functional
dependencies) or in the real world. There probably is no relationship between bread and
pretzels that causes them to be purchased together. And there is no guarantee that this
association will apply in the future. However, association rules can be used to assist retail
store management in effective advertising, marketing, and inventory control.

The discovery of new knowledge by mining medical databases is crucial in order to make an

effective use of stored data, enhancing patient management tasks. One of the main

objectives of data mining methods is to provide a clear and understandable description of
patterns held in data. One of the best studied models for pattern discovery in the field of
data mining is that of association rules. Association rules in relational databases relate the
presence of values of some attributes with values of some other attributes in the same tuple.

The rule [A = a] ) @ [B = D] tells us that whenever the attribute A takes value a in a tuple, the

attribute B takes value b in the same tuple. The accuracy and importance of association rules

are usually estimated by means of two probability measures called confidence and support
respectively. Discovery of association rules is one of the main techniques that can be used
both by physicians and managers to obtain knowledge from large medical databases.

Medical databases are used to store a big amount of quantitative attributes. But in common

conversation and reasoning, humans employ rules relating imprecise terms rather than

precise values. For instance, a physician will find more appropriate to describe his/her

knowledge by means of rules like “if fever is high and cough is moderate then disease is X”

than by using rules like “if fever is 38.78C and cough is 5 over 10 then disease is X”. It seems

clear that rules relating precise values are less informative and most of the time they seem
strange to humans. So nowadays, some people apply semantics to improve the association
rules mining from a database containing precise values. We can reach that goal by

1. Finding a suitable representation for the imprecise terms that the users consider to be
appropriate, in the domain of each quantitative attribute,

2. Generalizing the probabilistic measures of confidence and support of association rules
in the presence of imprecision,

3. Improving the semantics of the measures. The confidence/support framework has
been shown not to be appropriate in general, though it is a good basis for the definition
of new measures,

4. Designing an algorithm to perform the mining task.

4. Part 3 A KDD Process Model

The terms knowledge discovery in database (KDD) and data mining are distinct.

KDD refers to overall process of discovering useful knowledge from data. It involves the
evaluation and possibly interpretation of the patterns to make the decision of what qualifies
as knowledge. It also includes the choice of encoding schemes, preprocessing, sampling, and
projections of the data prior to the data mining step.

Data mining refers to the application of algorithms for extracting patterns from data
without the additional steps of the KDD process.
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The KDD process is often to be nontrivial; however, we take the larger view that KDD is an
all-encompassing concept. KDD is a process that involves many different steps. The input to
this process is the data, and the output is the useful information desired by the users.
However, the objective may be unclear or inexact. The process itself is interactive and may
require much elapsed time. To ensure the usefulness and accuracy of the results of the
process, interaction throughout the process with both domain experts and technical experts
might be needed.

Data mining is the step in the process of knowledge discovery in databases, that inputs
predominantly cleaned, transformed data, searches the data using algorithms, and outputs
patterns and relationships to the interpretation/evaluation step of the KDD process. The
definition clearly implies that what data mining (in this view) discovers is hypotheses about
patterns and relationships. Those patterns and relationships are then subject to
interpretation and evaluation before they can be called knowledge. Fig. 3.1 illustrates the

overall KDD process.
explain/evaluation
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o
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Fig. 3.1 KDD process

The KDD process consists of the following five steps:

1. Select a target data set: The data needed for the data mining process may be obtained
from many different and heterogeneous data sources. This first step obtains the data
from various databases, files, and nonelectronic sources. With the help of one or more
human experts and knowledge discovery tools, we choose an initial set of data to be
analyzed.

2. Data preprocessing: The data to be used by the process may have incorrect or missing
data. There may be anomalous data from multiple sources involving different data
types and metrics. There may be many different activities performed at this time. We
use available resources to deal with noisy data. We decide what to do about missing
data values and how to account for time-sequence information.

3. Data transformation: Attributes and instances are added and/or eliminated from the
target data. Data from different sources must be converted into a common format for
processing. Some data may be encoded or transformed into more usable formats. Data
reduction may be used to reduce the number of possible data values being considered.

pretreatment
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4. Data mining: A best model for representing the data is created by applying one or more
data mining algorithms. Based on the data mining task being performed, this step
applies algorithms to the transformed data to generate the desired results.

5. Interpretation/evaluation: We examine the output from step 4 to determine if what has
been discovered is both useful and interesting. Decisions are made about whether to
repeat previous steps using new attributes and/or instances. How the data mining
results are presented to the users is extremely important because the usefulness of the
results is dependent on it. Various visualization and GUI strategies are used at this last
step.

Another important step not contained in the KDD process is goal identification. The focus of

this step is on understanding the domain being considered for knowledge discovery. We

write a clear statement about what is to be accomplished. Hypotheses offering likely or
desired likely or desired outcomes can be stated. A main objective of goal identification is to
clearly define what is to be accomplished. This step is in many ways the most difficult, as
decisions about resource allocations as well as measures of success need to be determined.

Whenever possible, broad goals should be stated in the form of specific objectives. Here is a

partial list of things to consider at this stage:

e A clear problem statement is provided as well as a list of criteria to measure success and
failure. One or more hypotheses offering likely or desired outcomes may be established.

e  The choice of a data mining tool or set of tools is made. The choice of a tool depends on
several factors, including the level of explanation required and whether learning is
supervised, unsupervised, or a combination of both techniques.

e An estimated project cost is determined. A plan for human resource management is
offered.

e A project completion/product delivery data is given.

o Legal issues that may arise from applying the results of the discovery process are taken
into account.

¢ A plan for maintenance of a working system is provided as appropriate. As new data
becomes available, a main consideration is a methodology for updating a working
model.

Our list is by no means exhaustive. As with any software project, more complex problems

require additional planning. Of major importance is the location, availability, and condition

of resource data.

The data mining process itself is complex. As we will see in later chapters, there are many

different data mining applications and algorithms. These algorithms must be carefully

applied to be effective. Discovered patterns must be correctly interpreted and properly
evaluated to ensure that the resulting information is meaningful and accurate.

5. Part 4. Warehouse and OLAP

5.1 Data warehousing

The term data warehouse was first used by William Inmon in the early 1980s. He defined
data warehouse to be a set of data that supports DSS and is “subject-oriented, integrated,
time-variant, and nonvolatile.” With data warehousing, corporate-wide data (current and
historical) are merged into a single repository. Traditional databases contain operational
data that represent the day-to-day needs of a company. Traditional business data processing
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(such as billing, inventory control, payroll, and manufacturing support) support online
transaction processing and batch reporting applications. A data warehouse, however,
contains informational data, which are used to support other functions such as planning and
forecasting. Although much of the content is similar between the operational and
informational data, much is different. As a matter of fact, the operational data are
transformed into the informational data.

The basic components of a data warehousing system include data migration, the warehouse,

and access tools. The data are extracted from operational systems, but must be reformatted,

cleansed, integrated, and summarized before being placed in the warehouse. Much of the
operational data are not needed in the warehouse and are removed during this conversion
process. This migration process is similar to that needed for data mining applications except
that data mining applications need not necessarily be performed on summarized or
business-wide data. The applications to access a warehouse include traditional querying,

OLAP, and data mining. Since the warehouse is stored as a database, it can be accessed by

traditional query language.

The data transformation process required to convert operational data to informational

involves many functions including:

¢ Unwanted data must be removed.

e  Converting heterogeneous sources into one common schema. This problem is the same
as that found when accessing data from multiple heterogeneous sources. Each
operational database may contain the same data with different attribute names. In
addition, there may be multiple data types for the same attribute.

e As the operational data is probably a snapshot of the data, multiple snapshots may
need to be merged to create the historical view.

e Summarizing data is performed to provide a higher level view of the data. This
summarization may be done at multiple granularities and for different dimensions.

e New derived data may be added to better facilitate decision support functions.

¢ Handling missing and erroneous data must be performed. This could entail replacing
them with predicted or simply removing these entries.

e  When designing a data warehouse, we must think of the uniqueness of medical data
carefully. Below we comment on some unique features of medical data.

e  Because of the sheer volume and heterogeneity of medical databases, it is unlikely that
any current data mining tool can succeed with raw data. The tools may require
extracting a sample from the database, in the hope that results obtained in this manner
are representative for the entire database. Dimensionality reduction can be achieved in
two ways. By sampling in the patient-record space, where some records are selected,
often randomly, and used afterwards for data mining; or sampling in the feature space,
where only some features of each data record are selected.

e Medical databases are constantly updated by, say, adding new SPECT images (for an
existing or new patient), or by replacement of the existing images (say, a SPECT had to
be repeated because of technical problems). This requires methods that are able to
incrementally update the knowledge learned so far.

e The medical information collected in a database is often incomplete, e.g. some tests
were not performed at a given visit, or imprecise, e.g. “the patient is weak or
diaphoretic.”
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e It is very difficult for a medical data collection technique to entirely eliminate noise.
Thus, data mining methods should be made less sensitive to noise, or care must be
taken that the amount of noise in future data is approximately the same as that in the
current data.

e Inany large database, we encounter a problem of missing values. A missing value may
have been accidentally not entered, or purposely not obtained for technical, economic,
or ethical reasons. One approach to address this problem is to substitute missing values
with most likely values; another approach is to replace the missing value with all
possible values for that attribute. Still another approach is intermediate: specify a likely
range of values, instead of only one most likely. The difficulty is how to specify the
range in an unbiased manner.

The missing value problem is widely encountered in medical databases, since most medical
data are collected as a byproduct of patient-care activities, rather than for organized
research protocols, where exhaustive data collection can be enforced. In the emerging
federal paradigm of minimal risk investigations, there is preference for data mining solely
from byproduct data. Thus, in a large medical database, almost every patient-record is
lacking values for some feature, and almost every feature is lacking values for some patient-
record.

e The medical data set may contain redundant, insignificant, or inconsistent data objects
and/or attributes. We speak about inconsistent data when the same data item is
categorized as belonging to more than one mutually exclusive category. For example, a
serum potassium value incompatible with life obtained from a patient who seemed
reasonably healthy at the time the serum was drawn. A common explanation is that the
specimen was excessively shaken during transport to the laboratory, but one cannot
assume this explanation without additional investigation and data, which may be
impractical in a data mining investigation.

e Often we want to find natural groupings (clusters) in large dimensional medical data.
Objects are clustered together if they are similar to one another (according to some
measures), and at the same time are dissimilar from objects in other clusters. A major
concern is how to incorporate medical domain knowledge into the mechanisms of
clustering. Without that focus and at least partial human supervision, one can easily
end up with clustering problems that are computationally infeasible, or results that do
not make sense.

¢ In medicine, we are interested in creating understandable to human descriptions of
medical concepts, or models. Machine learning, conceptual clustering, genetic
algorithms, and fuzzy sets are the principal methods used for achieving this goal, since
they can create a model in terms of intuitively transparent if . . . then . . . rules. On the
other hand, unintuitive black box methods, like artificial neural networks, may be of
less interest.

5.2 OLAP

Online analytic processing (OLAP) systems are targeted to provide more complex query
results than traditional OLTP or database systems. Unlike database queries, however, OLAP
applications usually involve analysis of the actual data. They can be thought of as an
extension of some of the basic aggregation functions available in SQL. This extra analysis of
the data as well as the more imprecise nature of the OLAP queries is what really
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differentiate OLAP applications from traditional database and OLTP applications. OLAP
tools may also be used in DSS systems.
OLAP is performed on data warehouse or data marts. The primary goal of OLAP is to
support ad hoc querying needed to support DSS. The multidimensional view of data is
fundamental to OLAP applications. OLAP is an application view, not a data structure or
schema. The complex nature of OLAP applications requires a multidimensional review of
the data. The type of data accessed is often (although not a requirement) a data warehouse.
OLAP tools can be classified as ROLAP or MOLAP. With MOLAP (multidimensional
OLAP), data are modeled, viewed, and physically stored in a multidimensional database
(MDD). MOLAP tools are implemented by specialized DBMS and software systems capable
of supporting the multidimensional data directly. With MOLAP, data are stored as an n-
dimensional array (assuming there are n dimensions), so the cube view is stored directly.
Although MOLAP has extremely high storage requirements, indices are used to speed up
processing. With ROLAP (relational OLAP), however, data are stored in a relational
database, and a ROLAP server (middleware) creates the multidimensional view for the user.
As one would think, the ROLAP tools tend to be less complex, but also less efficient. MDD
systems may presummarize along all dimensions. A third approach, hybrid OLAP
(HOLAP), combines the best features of ROLAP and MOLAP. Queries are stated in
multidimensional terms. Data that are not updated frequently will be stored as MDD,
whereas data that are updated frequently will be stored as RDB.
There are several types of OLAP operations supported by OLAP tools:
e A simple query may look at a single cell within the cube.
e  Slice: Look at a subcube to get more specific information. This is performed by selecting
on one dimension. This is looking at a portion of the cube.
¢ Dice: Look at a subcube by selecting on two or more dimensions. This can be performed
by a slice on one dimension and the rotating the cube to select on a second dimension.
A dice is made because the view in slice in rotated from all cells for one product to all
cells for one location.
¢ Roll up (dimension reduction, aggregation): Roll up allows the user to ask questions
that move up an aggregation hierarchy. Instead of looking at one single fact, we look at
all the facts. Thus, we could, for example, look at the overall total sales for the company.
e Drill down: These functions allow a user to get more detailed fact information by
navigating lower in the aggregation hierarchy. We could perhaps look at quantities sold
within a specific area of each of the cities.
e  Visualization: Visualization allows the OLAP users to actually “see” the results of an
operation.
To assist with roll up and drill down operations, frequently used aggregations can be
precomputed and stored in the warehouse. There have been several different definitions for
a dice. In fact, the term slice and dice is sometimes viewed together as indicating that the
cube is subdivided by selecting on multiple dimensions.

6. Part 5 Embedded real-time KDD process

6.1 A modified KDD process
As referred in Part 3, traditional knowledge discovery process includes five steps: selection,
pretreatment, transformation, data mining, and interpretation and evaluation. It is not a
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simple linear course, but an iterative one including recurrence between every two steps.
Refine and deepen the knowledge continuously, and finally make it easier to understand.
Medical data is huge and disorganized generally because of residing in different
information systems. This makes data mining of medical data different from others. Data
mining in the HIS database is an important work for hospital management. Hospital
managers can utilize the knowledge mined sufficiently into decision-making for the hospital
with the final purpose to provide the hospital better development. A modified KDD process
was proposed for medical data mining using Intersystems BI tool DeepSee (Fig. 5.1).

data miner

Embedded Real-Time
Data Mining

\
application

knowledge

- ST
“w &l} decision-making support

guideline

We use the embedded Real-Time data Business
Intelligence ---DeepSee to mine knowledge for
managers or doctors , applicating in decision-making
support and guideline.

Fig. 5.1 Embedded real-time process mining

6.2 Embedded real-time process mining

DeepSee is innovative software that enables data miners to embedded real-time business
intelligence capabilities into the existing and future transactional applications. Embedded
real-time business intelligence is different from the traditional data mining process. That’s
because it's focused on providing every user with useful, timely information related to
making operational decision. InterSystems DeepSee is used for supporting the decision-
making process in hospital management. With DeepSee, hospital managers can look at
what’s happening in the hospital while it's actually taking place and they can make the
changes needed to improve the medical process.
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Run the Business Applications
{5} {E} Automate business processes
Online, everyone, everywhere

{:?v;} Declining opportunity

Traditional Business Intelligence

Optimize key (strategic) decisions

G % Offline, few people, separate systems
Over hyped + under delivered

Fig. 5.2 Market Evolution of DeepSee

1.

Business Intelligence is the art of putting the data collected by applications to good
use-analyzing it to provide information that helps managers make better business
decisions. Traditionally, such analysis has been performed by small groups of “data
experts” working with specialized tools, looking at data gathered into a data
warehouse. Because loading data into a warehouse often takes considerable time, the
information gleaned from traditional business intelligence is usually historical in
nature.

Real-time Business Intelligence takes the data warehouse out of the picture. It allows
timely analysis of data stored within transactional applications. Because the data is
“fresh”, real-time business intelligence helps users make better operational decisions.
Embedded Real-time Business Intelligence means that the capability to turn
operational data into immediately useful in formation is included as a feature of the
transactional application. Users don’t have to be data analysis experts or use separate
tools to gain insight from their data.

With DeepSee, business intelligence is:

Fast- Utilizing InterSystems’ breakthrough transitional bit indexing map technology
that provides excellent retrieval performance for complex queries plus top-tier update
performance for high-volume transaction processing, information is accessible in real
time.

Easy- Using DeepSee, application developers rapidly build interactive dashboards
containing graphs, charts, filters, images, links, etc.

Cost-effective- DeepSee removes the costly requirement to create and maintain a data
warehouse because, unlike traditional BI, it accesses your current transactional data.

Managers can monitor every branch department to compare the results of local hospital
activities at any point during the medical process. Depending on the information delivered
by operational BI, decisions can be made in real time to implement activities that are
proving successful in other locations- a promotion for high interest bearing account, for
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example- and to immediately cut off promotions that aren’t working effectively in certain
locations. The emphasis of data mining is on an implementation of a general approach to
rule based decision-making.

Four steps to embedded BI with DeepSee

Under the Surface
The main components of DeepSee are Architect,
Connector, Analyzer, and Designer.

Define Data Model Designer 4 Create Dashboards

DeepSee

Use External Data » SIS Analyzer 4 Explore and
i Display Data

Fig. 5.3 The main four components of DeepSee

Step 1. Determine Key Performance Indicators

Better than anyone, your users know how to do their jobs. And they can tell you what
knowledge they need to be able to do their jobs better. Through discussions with end users,
you can figure out what key performance indicators they want to be able to analyze in real
time. A key performance indicator might be a particular bit of raw data that is collected by
your application, or it might be a measurement that is calculated from disparate solutions.
The best way to determine meaningful, useful performance indicators is to talk to your
users.

Step 2. Define a data model

Your data model is a definition of how to organize the raw data that aggregates into various
key performance indicators. If a performance indicator must be calculated from raw data,
the data model will define how that is done. The data model is also where you can give
data, dimensions, and key performance indicators names that will be intuitive and
meaningful for end users.

The dimensions of a data model determine how many ways a performance can be analyzed,
and thus what raw data needs to be included in your model. In order to speed analysis time,
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some of those dimensions may have indices defined within your model. DeepSee works
with transactional data, so information will be organized and indexed by your data model
in real time.

The task of defining a data model is accomplished using the DeepSee Architect.

Step 2a. (if necessary): Incorporate “foreign” data

If any of the raw data needed in your data model comes from applications or repositories
that are not powered InterSystems’ technology, that data must be incorporated using
Ensemble and the DeepSee Connector. The Connector provides a “snapshot” of the external
data, which may be transformed (through the use of configurable business rules) to fit into
your data model. The snapshot can be a one-time import, or occur on a scheduled basis.
Incremental updates are supported.

Step 3. Build components

The DeepSee Analyzer enables point-and-click or drag-and-drop creation of pivot tables,
graphs, and charts that use data models defined by the DeepSee Architect. These
components are dynamic, allowing users to drill all the way down to the underlying detail
data.

Step 4. Design a dashboard

With the DeepSee Designer, you will create dashboards that include the graphs, charts, and
pivot tables you built with the DeepSee Analyzer, as well as links, combo-boxes, lists, and
other user interface components. Dashboards can be tailored to specific topics, functions, or
individuals. You can control how much flexibility users have when exploring data for
example, pre-defined filters can exclude sensitive data from users who have no need to see it.
The dashboards you create with the Designer are Web pages that can easily be embedded
within the user interface of your application. Users do not have to be data analysis experts
to reap the benefits of real-time business intelligence. They merely need a working
knowledge of your application.

7. Part 6 Two case studies of data mining in HIS

7.1 KDD based on DeepSee

DeepSee contains four main components:

A: Connector

e  For non-Caché data, the Connector can extract data from external sources so that it can
be modeled using the Architect.

e The connector is not used if the data is already in Caché (or Ensemble).

Import from text
‘ Data Model ‘ files, databases, ...
‘ Indices ‘ One time or
_______ scheduled /

;o
Snapshot |
Data

Native
Data

/
/

incremental

Caché data
accessed directly

Fig. 6.1 DeepSee Connector
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B: Architect

e  Defines the data models to be used by the Analyzer.

e A data model defines the dimensions and measures by which data can be analyzed.
e  High-performance bitmap indices are created for optimal performance.

e  Models are based on current transactional data-no data warehouse is required.

’ Data Model \‘:
’ Indices ‘ Define the data
Dimensions & measures
Detail Computations & aggregations
Data Meapingful names
Organize into cubes /
subject areas

Fig. 6.2 DeepSee Architect

C: Analyzer

e  Point-and-click/drag-and-drop creation of pivot tables and graphs.
e  Uses data models defined by the Architect.

¢  Dynamic drill down all the way to the underlying detail data.
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“-] Primary Diagnasis Keyword &

[ Procedure Data Period
i ] Procedure Date Quarter
j[) Procedusas
Refe;

= + Point-and-click / drag-and-drop creation of =

[ speqy

% pivot tables and graphs
Dynamic drill down all the way to detail data
' * Qutput to screen, printer, PDF, Excel, ...
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Fig. 6.3 DeepSee Analyzer
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D: Designer

e  Create dashboards that use the pivot tables and graphs built with the Analyzer.

e Dashboards are Web pages that can be embedded into applications.

e Dashboards can also include interactive Ul controls like combo-boxes, lists, radio
buttons, links, etc.

Inpatient - General

2005 v

!_Ntw Case vs Repeat
Visit

_Dunl 0 of0 D @ﬁma@ Episode Subtype D Lavel 0 of 0 D @Qmem

215
Find

. Create dashboards with p'ivot tables,
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== « Tailored to topics / individuals
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1P00062¢
1PO00&3E
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IPDD0DESS

== ©.9. predefined filters
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B st Tousismn

= * Embed components in applications =~

Fig. 6.4 DeepSee Designer

In the following part, we will introduce two KDD examples using DeepSee.

7.2 KDD of Inpatient Fees

Health care organizations are increasing expenditures on information technology as a means
to improve safety, quality, and access. Decision-making is the core of hospital management,
and goes widely throughout the whole hospital behavior. It is pivotal for hospitals to make
appropriate decision, which is closely related to hospital development. Managers suffer
pressure to make decision, when the knowledge from Hospital Information System is not so
high-quality, comprehensive or reliable. Therefore it is important to integrate data from
different Hospital Information Systems, carry out data mining and subsequently discover
the knowledge in the mining result to promote the hospitals” competition.

HIS database involves fee information related to the whole medical behavior, such as
examinations, tests, treatments, prescriptions, nursing and supplies et al. We can relevantly
construct models based on various themes for data mining. The database contains
information as follow: 1. patient information, 2. diagnostic information (diseases category
and diagnose information), 3. medical information (surgeries, radio chemotherapies,
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nursing, prescriptions, examinations, and treatment orders, treatment departments and
corresponding managers) 4. fee information (treatment fee details, beds and medical
consumables), 5. insurance patient data, 6. time information (starting time and duration of
the whole medical behavior). All the information can be discovered to provide knowledge
for decision-making support.

7.2.1 Modeling of inpatient fee

For every theme, the dimensions, relevant indexes and data source each instance should be
defined. A model is built based on inpatient fee to analyze HIS data (in the duration from
2001 to 2007) of a hospital in Zhejiang Province in China. The dimensions and data source
defined, accordingly, are in Table 1 as follow:

Theme Inpatient fees

Dimensionalities | Date dimensionalities (duration, day, week, month, quarter, year)

Related indexes Fee category, medical insurance category, department, net payment

Dataset and the | Inpatient master records: PAT_VISIT

sources Inpatient master index: PAT_MASTER_INDEX
(summary) Inpatient settle master: INP_SETTLE_MASTER
Inpatient settle details: INP_SETTLE_DETAIL

Data details Charge class: FEECLASSNAME . FEECLASSNAME
Discharge time: RCPTNO.visitfk. DISCHARGEDATETIME
Admission time: RCPTNO.visitfk. ADMISSIONDATETIME
Admission department:

RCPTNO.visitfk. DEPTADMISSIONTO.DEPTNAME
Discharge department:

RCPTNO.visitfk. DEPTDISCHARGEFROM.DEPTNAME
Admission form: RCPTNO.visitftk. PATIENTCLASS
Discharge form: RCPTNO.visitfk. DISCHARGEDISPOSITION
Insurance type: RCPTNO.visitfk. INSURANCETYPE
Payment: PAYMENTS

Table 6.1 Theme and dimensions

Then a data model is built in the HIS database according to the data source. It is object
model below (Fig. 6.5) to explain the relationship between the data:
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Fig. 6.5 Object model of inpatient fees

This model will be analyzed in three aspects: medical insurance fee, department annual fee
and fee compositions.

7.2.2 Related work and results
Based on the model built above, the embedded real-time DeepSee is used to carry out data
mining for the model of inpatient fee theme. It will be analyzed from three aspects.
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7.2.2.1 Analysis of medical insurance fee

The data mining result of medical insurance fee from 2001 to 2007 is illustrated in Fig. 6.6. It
can be seen that public retire staff occupies the maximum proportion of 22.35%, and the
unemployed people least, 0.72%. It is important for the hospital to receive public retire staffs
due to the high proportion. Hospital managers should adjust guidelines accordingly to
provide higher quality treatment for these patients in advance.

Fig. 6.6 Medical insurance fees from 2001 to 2007

7.2.2.2 Analysis of the annual fee

From Fig. 6.7, the conclusion can be reached that the department annual fee rose
continuously from the year 2001 to 2007, with the amount rising from 9,346.86 million to
19,788.85 million and the growth rate is about 1.17.
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Conclusion could be got from Fig. 6.8 that the third endemic area (cerebral surgery) had the
most proportion, followed by the first endemic area (burn and plastic) and second endemic

area (orthopaedics).
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Fig. 6.8 Trend of each department annual fee from 2001 to 2007

7.2.2.3 Analysis of fee compositions

Inpatient fees include drugs, examinations, treatments, test and operations et al. We can
reach the conclusion that the fees of western medicine, treatment and operation occupied a

fairly large proportion, according to Fig. 6.9.
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Fig. 6.9 Fee proportion from 2001-2003
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When the fee proportion of drugs, examination or test is too high, managers can analyze the
compositions of every inpatient fee according to data mining results, and finally control
over treatment pertinently.

7.3 KDD of Pharmacy

Pharmacy is the main place of drug storage and supply base in hospital. Pharmacy
managers have a responsibility to guarantee the medicinal safety, effect and abundance.
Correctness of pharmaceutical expenditure accounts influences hospital operating results
directly, so it has financial significance to enhance management during drug circulation.
Hospital Information System (HIS) database contains all data related to pharmacy.

7.3.1 Modeling of pharmacy theme

A model is built based on the pharmacy data (in the duration from 2001 to 2005) of a
hospital in Zhejiang Province in China. The dimensions and data source defined,
accordingly, are in Table 6.2 as follow:

Theme Pharmacy
Dimensionalities Date dimensionalities
Related indexes Drug name, Stock name, Annual inventory, Inventory profit,

Stock amount, Supplier

Dataset and the sources ~ Drug dictionary: Drug_Dict

(summary) Drug supplier catalog:DRUG_SUPPLIER_CATALOG
Drug stock balance: DRUG_STOCK_BALANCE
Drug storage dept dictionary: DRUG_STORAGE_DEPT

Data details Drug name: drugfk. DRUGNAME
Drug code: drugfk. DRUGCODE
Export money: EXPORTMONEY
Annual inventory: INVENTORY
Profit: PROFIT
Storage name: STORAGE.STORAGENAME
Supplier: FIRMID.SUPPLIER
Time: YEARMONTH
(ps: drugfk is the foreign key of DRUG_CODE and
DRUG_SPEC)

Table 6.2 Theme and dimensions
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Then pharmacy model is established according to the data source in the HIS database. It's an
object model in Fig. 6.10 to explain the relationship between the tables. The model includes
four tables: Drug stock balance, Drug storage dept dictionary, Drug dictionary and Drug
supplier catalog. Drug stock balance is the main table for analysis, and it includes 246,016
records data involving 11,655 kinds of drugs. The relationship between these tables is one to
one correspondence. Subsequent data mining is all based on this pharmacy model,
analyzing in four aspects: delivery trend, stocks, stock department profitability and
profitability from different supplier.
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-ATORAGE_CODE
-STORAGE _MANME
-ATORAGE _TYPE

DRUG_STOCK BALAMCE
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-YEAR_NMOMNTH DRUG_DICT
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INVENTORY
-INVENTORY_MONEY
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-SUPFLIER_ID
-5UPFLIER
-ZUPFLIER_CLASS
-INPUT_CODE

Fig. 6.10 Object model based on pharmacy theme

7.3.2 Related work and results

Data mining analysis is established based on the object model above. Main data mining
dashboard (Fig. 6.11) contains three parts: project selection, main panel and filter. Analysis
will be expatiated from four aspects: delivery trend, stocks, stock department profitability
and profitability from different supplier. The main panel can be chosen to display the topic
in statistical data or graphics. Data will be filtered by time, drug name and stock units.
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Pharmacy Theme

stocks
profitability from different suppliers
delivery trend stock depariment profitability

TINE{YEAR}
| | e | awe | owes | aoes | zos | —
- 21 il EXPORT QUANTITY EXPORTQUANTITY EXPORT QUANTITY | EXPORTQUANTIT .
project

48,536.00  162,858.00 98,549.00 196,317.50  95,552.00
133,589.50  120,247.00  63,421.00 169,940.00 4268300
171,859.00 143,262.00 106,044.00 234,854,.10 4847000
161,662.00 | 167,783.00 92,363.00 203,521.50 56,773.00
150,672.00  197,616.00 107,041.00 231,69650 31,092,00
149,729.00  157,788.00  82,250.00 170,333.00 61,242,00

157,789.00  162,818.00 117,171.00 171,055.00 40,729.00 DRUG NANE

174,151.00  186,246.00  113,517.90 157,889.00 38,398.00 I ,I

AR 206,944.00 | 168,462.00 | 124,475.00 167,612.00  £1,464.00
166,743.00 197,249.00 102,791.00 163,754.00 2535500
N!'lembel 287,305.00 166,195.00 138,445.00 &3,577.00 44,074.00
Dacenmbes 163,827.00 | 23218400 11073300 £7 13300 | 4z saadl) ﬂ".er

main pane

Find

Fig. 6.11 Main data mining dashboard

7.3.2.1 Analysis of Delivery Trend

By observing delivery trend graphical, managers can adjust the drug inventory and
warehousing in the next year. On the other hand, managers can speculate epidemics while
there are fluctuation or peak valley in the trend graphics.
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Fig. 6.12 Delivery trend of ATP Injection
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The delivery trend of ATP Injection from 2001 to 2005 is illustrated in Fig. 6.12, horizontal
axis as the time month, vertical axis as delivery volume, different colors corresponding to
different year. Analysis will be carried through two aspects: vertically the global delivery
trends from 2001 to 2005, and horizontally the delivery trend of ATP Injection in the
assigned year. The global delivery volume of ATP Injection from 2001 to 2005 keeps in a
relatively stable state. In most years, there is a delivery peak around April, and then the
trend line declines slowly, and reaches a new peak around October. Pharmacy managers can
investigate the actual situation according to these fluctuations and peaks, and adjust the
pharmacy more reasonably.

7.3.2.2 Analysis of Stock

Stock analysis will be carried out in table and graphics tow forms. In table, red data
indicates warning signal. Maximum stock and minimum stock were presupposed. There
will be a warning signal any time when stock is higher than maximum stock or lower than
minimum stock. Warning signal reminds pharmacy mangers to stop stocking in or stock in
time. In graphics, horizontal axis is the time month and vertical axis is stock volume,
different colors representing different stock department.

Fig. 6.13 is the table form stock of Leucogen in 2002. It has been below the minimum stock
from March in the whole year. According to the delivery trend of Leucogen in the main data
mining dashboard, it is the large amount of delivery which causes the warning signal.
Pharmacy managers should stock in Leucogen in time to avoid